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Preface

This IBM Redbook gives a broad understanding of the new System i5™ architecture as it
applies to logically partitioned System i5 systems. This functionality is delivered through a
new configuration and management interface called the Hardware Management Console
(HMC).

Reading this redbook will help you design your server partition scheme from scratch. We also
discuss the requirements to create a solution to migrate from existing iSeries™ servers with
and without logical partitions.

This redbook will help you install, tailor, and configure logical partitions (LPARs) on System i5
systems. You will understand how to set up the server and HMC via the Guided Setup
Wizard. We also cover the creation of multiple i5/OS® partitions.

The team that wrote this redbook

This redbook was produced by a team of specialists from around the world working at the
International Technical Support Organization, Rochester Center.

Nick Harris is a Consulting IT Specialist for the iSeries and has spent the last seven years in
the International Technical Support Organization, Rochester Center. He specializes in LPAR,
iSeries hardware and software, external disk, Integrated xSeries® Server for iSeries, and
Linux. He writes and teaches IBM classes worldwide on areas of i5, iSeries, and AS/400®
system design and server consolidation. He spent 13 years in the United Kingdom (UK)
AS/400 Business, and has experience in S/36, S/38, AS/400, and iSeries servers.

You can contact him by sending e-mail to: mailto:niharris@us.ibm.com

L.R Jeyakumar has been with IBM since May 2000, working as a IT Specialist in IBM Global
Services India (pvt) Ltd in Bangalore. He had six years of experience in the IT technical
support field before he started with IBM. He works on IBM System i5, iSeries, and AS/400, as
well as IBM System p5™, pSeries®, and Openpower systems.

At present he is also the Regional Specialist for iSeries platforms.His job responsibility
includes planning, implementation, and support for all the iSeries platforms. He has been
actively involved in RISC to RISC migrations, OS upgrades, LPAR implementations, Linux
installations, and upgrades on iSeries, IBM System i5, and OpenPower™ systems.

You can contact him by sending an e-mail to: mailto:njeyakum@in.ibm.com

Steve Mann is an iSeries Advisory I/T Specialist working for IBM Switzerland. He has 15
years experience in working with the AS/400 and iSeries servers. He is both an IBM Certified
Solutions Expert for iSeries and a Certified Tivoli® Storage Manager consultant. His areas of
expertise include logical partitioning planning and implementation, systems management,
BRMS, IBM Tivoli Storage Manager, and system recovery.

He has extensive experience with LPAR, IBM Tivoli Storage Manager for 0S/400® PASE
and BRMS, providing planning and implementation services for customers. He coauthored
the following IBM Redbooks™: LPAR Configuration and Management: Working with IBM
iSeries Logical Partitions, SG24-6251; and Integrating Backup Recovery and Media Services
and IBM Tivoli Storage Manager on the IBM iSeries Server, SG24-7031-00.
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and Hardware System Service for IBM System i5, iSeries, and AS/400.

He has planned and implemented LPAR and OS/400 V5R3 installation at three customer
sites using System i5 model 520s. He has also planned and installed System i5 model 520,
Model 570, and iSeries Model 870, all with LPAR.

You can contact him by sending an e-mail to: mailto:syogi@id.ibm.com

William Wei has worked for IBM China as iSeries Field Technical Sales Specialist for four
years. He is the technical skill owner of LPAR configuration and implementation for i5/0S,
Linux, and AIX®. He also works on WebSphere and Domino. He has planned and performed
LPAR setup on iSeries for key IBM iSeries customers in China.

Since 1995, he has written 11 articles about information and computer technology in several
journals. He also wrote Chapter 1 of the iSeries technology guides for users in China
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You can contact him by sending an e-mail to: mailto:weijh@cn.ibm.com
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Summary of changes

This section describes the technical changes made in this edition of the book and in previous
editions. This edition may also include minor corrections and editorial changes that are not
identified.

Summary of Changes

for SG24-8000-01

for Logical Partitions on System i5

as created or updated on May 17, 2006.

May 2006, Second Edition

This revision reflects the addition, deletion, or modification of new and changed information
described below.

This IBM® Redbook was first produced in draft in April 2004 to match the i5 announcements
and General Availability 1 (GA1).

It is important to remain current with both your HMC code level and the Service processor
code level. You should review the latest information at:

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en _US/index.htm

New information
New chapters include:

» HMC duplication and redundancy
Open SSH

Virtual Partition Manager
Firmware maintenance

HMC Access Password Reset

vvyyy

Changed information
The following information has been changed:

» In this most recent update we have included changes made in HMC support, Service
Processor code support, and available hardware models.

» We have removed VMware — the information remains available in Implementing VMware
ESX Server 2.1 with IBM TotalStorage FAStT, SG24-6434.

» We have removed section 6.5.7, Concurrent Maintenance Power Domain. This function is
not available in the HMC GUI, it is available within the ASMI GUI.

» Other chapters have been updated to reflect the DS4000 products and features that were
current as of May 2006.

© Copyright IBM Corp. 2005, 2006. All rights reserved. XV
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Introduction to LPAR on IBM
System i5

This chapter provides an overview of the System i5 and its LPAR capabilities as explained in
the following topics:

» HMC, Hypervisor, and partitions

» Software requirements

» Processor use in System i5 LPARs
» Memory use in System i5 LPARs

© Copyright IBM Corp. 2005, 2006. All rights reserved.



1.1 HMC, Hypervisor, and partitions

The IBM @server System i5 systems provide a new system architecture for logical
partitioning (LPAR) and Capacity Upgrade on Demand (CUoD):

» The LPAR Hypervisor is now shipped as a firmware part of all @server System i5 models.

It is stored in the non-volatile random access memory (NVRAM) of the Service Processor.
Previously, it was a part of the System Licensed Internal Code (SLIC) shipped with
0S/400. Once loaded, the LPAR hypervisor runs in main memory.

As the Hypervisor is now independent from the operating systems, there is no longer a
primary partition concept for LPAR. Memory is the only resource used by the Hypervisor.

» A Hardware Management Console (HMC) device is required to perform LPAR, Dynamic
LPAR (DLPAR), and CUoD configuration and management.

This device is an IBM customized Linux appliance featuring an IBM NetVista specific
workstation. It is pre-loaded with the HMC software and cannot be used for any other
purpose or loaded onto another PC. A DVD-RAM drive is included for loading new
versions of the HMC code, and backup and recovery. A diskette drive is also included for
migration purposes.

The HMC is connected via the first Ethernet port of the @server. A system can be
managed by two HMCs. A single HMC can manage 48 i5 systems with 254 partitions, in
HMC terminology these are known as Managed Systems. A second HMC should be
connected for redundancy.

In Figure 1-1 we show the new LPAR arrangement with System i5 systems, including the two
types of HMC. In the server you can see the components: firmware, i5/0S partitions, a Linux
partition, and an AlX partition. In this case the i5/0OS partition is designated as a Service
Partition. We describe this arrangement and components in more detail in a later chapter.

Hardware Management
Console

Desktop

Rack mount

Figure 1-1 New Logical Partitioning arrangement for System i5 systems

A 5250 terminal function is provided to open an operating system console session on each
managed i5/0S partition from the HMC. This is an additional choice to the current 0S/400
Twinax, Operations Console, and LAN Console options, called the HMC type console.

An integrated modem is shipped with the HMC; this is to be used as a focal point for the IBM
Service Agent function that can report problems to IBM Support. I/O error reporting requires
an additional Ethernet link between the HMC and the @server.
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The HMC is ordered as a required priced feature of any LPAR or CuOD configuration for new
orders or upgrades (MES), or shipped as a mandatory part of all high-end models.

The new System i5 systems have a new scheme storing and managing partition information.
In this new scheme you have Partition Profiles and System Profiles.

» Partition Profiles:

A partition profile is used to allocate resources such as processor units, memory and I/O
cards to a partition. Several partition profiles may be created for the same partition,
because no resource availability checking is performed when a partition profile is created.
Partitions can be created with access to all resources with one single check box, or user
defined resources. The use all resources check box is typically not used, since a use all
resources arrangement would be for non-partitioned servers.

As any partition can be defined to have access to any resource, there are two ways to
validate that partition profiles have no resource conflicts when creating an additional
partition:

— Attempt to power on the second partition. An error will be given if there are conflicts,
and depending on the resource conflict, the second partition may not start.

— Create a System Profile which is a collection of partition profiles. The creation of the
system profile will validate the resources. A partition profile cannot be added to a
system profile if the partition resources are already committed to another partition
profile and are consider part of that system profile.

Processor and memory resources are specified as minimum, maximum, and a new type
called Desired. If insufficient resources are available at partition activation time, the
desired configuration is not guaranteed, and the partition could be started with the
minimum option.

I/O resources can be configured as Required or Desired. A Required resource will prevent
the partition from starting if it is not available, but a partition can start if a Desired /0
resource is not available.

Any OS/400 partition may be configured as a Service Partition to be used as an
alternative or backup way of reporting errors from other OS/400 partitions to IBM Service
when the HMC is not available.

» System Profiles

A System Profile is an ordered list of partition profiles for a particular System i5. Multiple
system profiles can be stored on the HMC, allowing various partition configurations to be
activated/deactivated from one point. To change from one system profile to another, all
the running partitions must be shut down.

Several system profiles may be created to materialize different validated partition profiles
to be activated. For example:

Restructuring resources without using DLPAR. If during over night hours, holiday, or
period end processing, certain partitions were not being used (such as development),

it is possible to define a system profile that takes unused resources and allocates them to
another partition (such as production), as shown in Figure 1-2.
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System Profile - Day ( i System Profile - Night

Production Partition Processors 4 Production Partition Processors 6
X Memory 10GB N Memory 15GB

Southern Region Tape Drive N Southern Region Tape Drive Y

Production Partition AEEEEEDE Production Partition fyISCESEors 6
. Memory 8GB . Memory 13GB

Northern Region Tape Drive N Northern Region Tape Drive N

Processors 2 Processors 0

Development Partition Memory 5GB Development Partition Memory 0GB

Tape Drive Y Tape Drive Y

. Processors 2 . Processors 0

Test Partition Memory 5GB Test Partition Memory 0GB

Tape Drive N Tape Drive N

Figure 1-2 Reallocating resources with system profiles

Note: In many cases this reallocation of resources through system profiles may not be
practical, as it requires all partitions to be stopped twice, once at the start of night
processing and again to reset for the start of day processing.

» A disaster recovery site. Businesses have disaster recovery sites providing backup for
multiple partitioned servers. It is possible to create a system profile for each server to be
recovered, and then within that system profile, to define the partition profiles.

Production Partition Processors 4
Japan Memory 10GB
Tape Drive N
Disaster Recovery Production Partition Processors’a
System Profiles Australia Memory 8GB
. Tape Drive N
Americas
Eumpe Processors 4
Asia/Pacific Production Partition Memory 5GB
Singapore Tape Drive Y
i Processors 2
Test Partition Memory 5GB
Tape Drive N
Production Partition Processors 4
Southern Region Memory 10GB
Tape Drive N
Production Partition Processors 6
Production Partition Processors 3 France Memory 10GB
Northern Region Memory 8GB Tape Drive N
Tape Drive N
Production Partition Processors 4
" Processors 2 Germany Memory 8GB
Development Partition Memory 5GB Tape Drive N
Tape Drive Y
Production Partition Processors 4
i Processors 2 Ital Memory_SGB
Test Partition Memory 568 Yy Tape Drive Y
Tape Drive N

Figure 1-3 Disaster recovery site
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This allows one system to adopt multiple personalities. In this type of scenario we are
assuming the partitions will be reloaded at the disaster recovery site with no data on the disk.

1.2 Software requirements

The IBM @server System i5 systems require one of the following levels of operating system:

>

>

0OS/400 version 5 release 3 or later.

AIX 5L™ version 5.2 with native 10 support. AIX 5L version 5.3 will support hosted IO as
well as native 10 support.

Linux version 2.6 for PowerPC®, which relates to Red Hat Enterprise Linux AS for
POWER™ Version 3 and SUSE Linux Enterprise Server 9 for POWER. For more
information on i5 Linux support, visit:

http://www-1.ibm.com/servers/eserver/iseries/linux/

1.2.1 What’s new for licensing

These are some new licensing features:

>

The number of OS licenses is now based on what the server is configured to use.
Previously, the server price included the licenses for all startup processors.

An OS/400 license key is now shipped to ensure compliance for the number of processors
purchased versus used. It applies to licensed program 5722-SS1 feature 5051 of OS/400
V5RS3.

The LPAR Validation Tool (LVT) is adding a new function to report licensing requirements.

1.2.2 Licensing requirements

These are the basic rules for Operating System licenses on @server System i5 machines:

» For dedicated partitions, the number of licenses equals the desired number of processors

configured.

For capped partitions, the number of licenses equals the total of the desired number of
processing units configured rounded up to the next whole number.

For uncapped partitions, the number of licenses equals the maximum number of virtual
processors configured, up to the limit of the number of physical processors in the shared
pool.

For On/Off Capacity on Demand (CoD), there are no additional licensing charges
associated with a temporary processor activation.
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1.2.3 Simple scenario with dedicated and shared capped partitions

Here is a simple example of a 4-way System i5 system with two OS/400 partitions using the
shared processors pool and one AlX partition using 2 dedicated processors.

Table 1-1 System i5 system with two OS/400 partitions

Partition ID - OS Partition Type Processing Units - Licenses
Virtual Processors

P1-0S/400 Shared capped 15 1.5+0.5

P2 - OS/400 Shared capped 0.5 )

P3 - AIX Dedicated 2 2

» As the total number of processing units configured for the OS/400 partitions using the
shared processors pool equals 2.0, the number of OS/400 licenses required is 2.

» As the number of dedicated processors for the AIX partition is 2, the number of AIX
licenses required is 2.

» Note that if the AIX partition is powered down, the unused dedicated processors are
added to the shared processors pool, increasing the available processing units from 2.0 to

4.0.

However, the total number of processing units used by OS/400 partitions cannot exceed
2.0 to match the number of purchased licenses.

1.2.4 Normal scenario with shared capped and uncapped partitions

6

Here is a normal example of a 4-way System i5 system with two OS/400 uncapped partitions

and one AIX capped partition all using the shared processors pool.

Table 1-2 System i5 system with two OS/400 uncapped partitions and one AlIX capped partition

Partition ID - OS Partition Type Processing units - Licenses
Virtual Processors

P1 - OS/400 Shared uncapped 1.5-VP=2 2+1

P2 - OS/400 Shared uncapped 0.5-VP=1 -3

P3 - AIX Shared capped 2.0 2

» As the total of maximum virtual processors configured for the uncapped OS/400 partitions
is 3, the number of OS/400 licenses required is 3, although the desired processing unit

total is 2.

» As the number of processing units configured for the AIX partition is 2.0, the number of
AIX licenses required is 2.

» Note that here, unused processor resources configured for the AIX capped partition are
available for use by the uncapped partitions, up to the maximum number of virtual
processors configured.
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1.2.5 Complex scenario with shared uncapped partitions

Here is a complex example of an 8-way System i5 system with two OS/400 uncapped
partitions and one AlX uncapped partition, all using the shared processors pool.

Table 1-3 ISystem i5 system with two OS/400 uncapped partitions and one AlX uncapped partition

Partition ID - OS Partition Type Processing Units - Licenses
Virtual Processors
P1-0S/400 Shared uncapped 4.0 - VP=7 7 +3 =10 but
P2 - 0S/400 Shared uncapped 1.0 - VP=3 shared pool max = 8
P3 - AIX Shared uncapped 3.0 - VP=6 6

» As the total number of virtual processors for OS/400 partitions is more than the number of
processors available in the shared processors pool, only 8 licenses are required for
0S/400 although the total number of virtual processors configured is 10.

» As the number of virtual processors configured for the AIX partition is 6, the number of AIX
licenses required is 6.

» Note that here, it is a customer’s choice to balance the cost of additional software licenses
with idle processor capacity.

1.2.6 A more complex scenario with shared uncapped partitions and capacity
upgrade on demand

Here is a more complex example of the same 8-way System i5 system used in the previous
example, when we want to add dynamically one stand-by processor via CUoD for use by
0S/400 partitions.

Table 1-4 ISystem i5 system from previous example, adding one stand-by processor via CUoD

Partition ID - OS Partition Type Processing Units - Licenses
Virtual Processors
P1 - 0S/400 Shared uncapped 4.0-VP=7 7 +3=10 but
P2 - 0S/400 Shared uncapped 1.0 - VP=3 shared pool now = 9
P3 - AIX Shared uncapped 3.0 - VP=6 6

» First, to activate a CUoD processor, we need to enter the processor activation code
delivered by IBM after the customer order is processed.

This is done on the HMC using the Activate option of the Capacity Upgrade on Demand
tab on the managed system.

The activation of the stand-by processor materializes as an additional processor resource
in the shared processors pool.

» We now have to enter the license key for the additional processor resource to be used by
0S/400 partitions.The additional software license is generated by the IBM configurator if
the order of the CUoD feature specifies OS/400 use.

This is done using the WRKLICINF command and selecting option 1, Add License Key for
the product 5722-SS1 feature 5051 in both partitions P1 and P2.
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1.3 Processor use in System i5 LPARs

In this section we discuss the basic concepts of dedicated processor, shared capped
processor, and uncapped processor; how they work, how to configure in logical partition
configuration, and several aspects regarding the use of shared capped and uncapped
processors. Additionally, we also describe memory allocation for i5 OS logical partitions.
These are some of the topics we cover:

System i5 processor overview

Logical partition resources

Dedicated processor

Shared processor

Shared uncapped processor

Shared capped processor

Virtual processor

Configuring dedicated processors for the logical partition
Considerations on using shared processors

Memory allocation for the i5 OS logical partition

YVYyVYYVYVYVYVYVYYVYY

1.3.1 System i5 processor overview

8

Basically, processors and memory are grouped into nodes. The System i5 system unit may
contain more than one node. For example, System i5 system model 570 has two nodes which
contain two processors per node as shown in Figure 1-4. Memory cards are plugged into
each node in quad. These nodes are interconnected and can use each other memory. We
recommend that you spread all memory cards evenly across all nodes for better system
performance.

Node 1 Node 2

Figure 1-4 Interconnected processors and memory nodes in System i5 system

The iSeries processors cycle every 10 milliseconds. So the processors usage by all logical
partitions are limited within this 10 millisecond cycle. After 10 milliseconds, the processor
cycle will repeat automatically. For example, a logical shared partition with 0.6 processing
units will have up to 6 milliseconds of processing time in every processor cycle

(10 milliseconds).
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If there are three processors in the System i5 system unit, with all three processors in the
shared processors pool, if a logical partition is allocated 0.8 processing units, then the logical
partition will have 8 milliseconds of processing time from 30 milliseconds of processing time.
For every 10 millisecond time slot, you give 8 milliseconds out of 30 milliseconds of
processing time available.

Figure 1-5 illustrates the processing time assignment from the shared processors pool to a
logical partition. The same condition applies for a logical partition with 1.5 processing units.
The logical partition will have 15 milliseconds of processing time available out of 30
milliseconds of processing time every 10 millisecond time slot. However, this logical partition
needs 2 virtual processors in the shared processors pool.

CPU cycle CPU cycle

10 ms 10 ms

V'S
v
V'S
v

VP 1 VP 1

VP 2 VP 2

VP 3 VP 3

% Logical partition with 0.8 processing units

Figure 1-5 Processing time for logical partition with 0.8 processing units

Once the logical partition has used its processing time in every 10 millisecond time slot, it has
to wait for next the available processing time in the next 10 millisecond physical time slot.

For a dedicated logical partition, the processing time available for that partition is equal to a
number of physical processors assigned multiplied by 10 milliseconds. A logical partition with
a dedicated processor has better processing time utilization than a shared logical partition.
For capped logical partitions, it cannot exceed the processing time assigned to them. For
uncapped logical partitions, it is possible to use idle processing time in the shared processors
pool.

Before a processor can run a job, it must first get the data from DASD to main storage/
memory. The data from memory is then transferred into the cache memory. The data in the
cache memory is available to use by the processor. The process of moving data from DASD
into the memory is slower than reading data from cache memory, so it will take a longer time
to load data from DASD to cache for the first time. Frequently accessed data will remain in the
cache or memory in order to maintain fast data access. Figure 1-6 below illustrates the basic
flow of data loaded from DASD into memory, then into the cache memory, before being used
by the processor.
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Figure 1-6 Basic flow of data from disk to processor

Next we show an example of two shared capped logical partitions sharing a single processing
unit from the shared processors pool. There are two logical partitions, logical partition A and
logical partition B. Logical partition A has two jobs, A1 and A2. Logical partition B has two
jobs, B1 and B2. Logical partition A is assigned 0.8 processing units. Logical partition B is
assigned 0.2 processing units. Figure 1-7 illustrates the processor time usage every 10
millisecond time slot. This example is only used to show concepts.

10 milliseconds 10 milliSéconds 10 milliséconds 10 milliseconds

BPU BPY BPW BPD

Logical partition A (0.8 processing units) jobs: A1, A2

Logical partition B (0.2 processing units) jobs: B1, B2

Figure 1-7 Two logical partitions sharing one processing unit

10

Jobs A1 and B1 are loaded into the cache memory. Since only one job can run on the given
processor, job A1 loaded first into the processor, as it is a high priority job. Job A1 runs for 7
milliseconds and is complete. Job B1 is dispatched to the processor and runs for 2
milliseconds. Job B1 must stop after 2 milliseconds because logical partition B has only 0.2
processing units assigned to it. Job B1 must wait for the next processor cycle to be
dispatched again into the processor to complete. In the next processor cycle, job B1 is
resumed and running.
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However, job B1 must stop after 2 milliseconds in the second processor cycle again because
the processing units assigned are very small. In the next processor cycle, job B1 is resumed
again, and has to stop after 2 milliseconds. In the next processor cycle, job A2 is submitted
and finishes after 6 milliseconds. Jobs B1 is resumed again, being processed for 2
milliseconds, and is complete.

This example shows two logical partitions sharing a single processing unit from a shared
processors pool. A logical partition with adequate processing units assigned to it will have its
jobs complete faster than if it had smaller processing units. It is very important to determine
the processing units required by a logical partition for better logical partition performance.

Simultaneous Multi Threading (SMT)

System i5 Processors implement Simultaneous Multi Threading (SMT) technology to process
the instructions given. The instructions from the operating system are loaded simultaneously
into the processor and executed. When the instructions are loaded simultaneously into the
processor, they have to wait their turn for registers that needed by each instruction at the
same time. This makes total time longer to execute each instruction, but total time to execute
all the instructions loaded simultaneously is shorter. In this case, the SMT technology
implemented in the System i5 processor results in greater system capacity because multiple
instructions can be executed at shorter time.

During periods of low user requests, instructions are infrequently executed and reach the
processor to be executed. In this period, there will be only one thread in the processor pipes
at any point in time. The absence of contention allows the processor to complete each
instruction faster. When demand for high processing power arises due to an increase in the
frequency of user requests, SMT technology allows greater parallelism in the processing of
instructions and reduces overall elapsed time for multiple requests.

The Simultaneous Multi Threading (SMT) is controlled by the QPRCMLTTSK system value of
the OS/400 operating system. Each operating system in the logical partitions can define its
own QPRCMLTTSK system value independently. The logical partition must be restarted in
order to apply changes in QPRCMLTTSK system value.

There are three available values to set the SMT in QPRCMLTTSK system value. Value ‘0’ will
turn off SMT; the result is that there will be only one task per physical processor. Value ‘1’ will
turn on SMT and make two tasks available per physical processor. Value ‘2’ will turn on SMT,
but the operating system might switch to single thread mode.

When SMT is turned on, up to two threads are dispatched to each physical processor, thus
resulting in an environment with two logical processors. If SMT is turned off, only one thread
will be dispatched and the system will only operate in an environment with one logical
processor. When the value of ‘2’ is given to QPRCMLTTSK, which means that the SMT
environment control is given to the system, the system will monitor the rate of instruction
execution requests to the processor and switch between the two environments to achieve the
best system performance.

1.3.2 Logical partition resources

Logical partitioning on the System i5 system allows us to create several independent logical
partitions with their own processors, memories, and I/O resources. The logical partition profile
defines these resource allocations for each logical partition. Each logical partition can run
independently within the System i5 system.

The Power Hypervisor allocates the Server processors and memory during startup and
during dynamic reallocation of processor and memory using Dynamic Logical Partitioning
(DLPAR). Each operating system (i5/0OS) allocates the processors and the memory available
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for the partition to the tasks submitted for processing. The Power Hypervisor attempts to put a
partition back onto the last processor it used. However, if that processor is currently busy or
not available, it will go to any available one.

Resources of one partition are isolated from other partition resources of other logical
partitions, but there are ways for these active logical partitions to share their processing
power, memory, and I/O resources to another active logical partition. Dynamic LPAR/DLPAR
allows us to add, move, or remove processors, memory, and I/O resources to, from, or
between active partitions manually without having to restart or shut down the logical partition.

The LPAR only allocates physical processors to every logical partition. Micro-partitioning
allows logical partitions to share the processors in the shared processors pool. The shared
processors pool includes all processors on the server that are not dedicated to specific logical
partitions. Each logical partition that uses the shared processors is assigned a specific
amount of processing units from the shared processors pool. A logical partition that uses the
shared processors pool can always use the processing units assigned to them. However, if
the logical partition demands more processing power than its assigned amount, the logical
partition is set by default to use the unused processing units in the shared processors pool.

The number of processing units that the logical partition can use is limited only by the virtual
processor setting of the logical partition and the amount of unused processing units available
in the shared processors pool.

The Power Hypervisor will remember the last active configuration on the server for the next
managed system power up to standby or operating mode. The Power Hypervisor will assign
the resources for dedicated partitions to provide the optimum configuration for the dedicated
logical partition.

In order to create optimum resource allocation for logical partitions, the Power Hypervisor will
assign processors to the fewest number of nodes possible in the system. The reason is that
processors in a node share the same L2 and L3 cache. Using the processors in the same
node will improve logical partition performance since each processor will have better chance
to find data in the cache.

The memory portion dedicated for the Hardware Page Table (HPT) will be taken from
memory in a node that contains processors. The Power Hypervisor will assign as much
memory as possible in the same node as the processors. This is done to avoid too many
inter-node remote memory access operations, which may slow down the logical partition
operation. The rest of the processor resources will be assigned to the shared processors
pool.

1.3.3 Dedicated processor

12

Dedicated processors are whole processors that are assigned to a single partition. If you
choose to assigned dedicated processors to a logical partition, the minimum number of
dedicated processors you must assign is one processor. If you choose to use dedicated
processors, once the logical partition is activated, only that partition can use the processors.
You cannot assign a partial processor to a logical partition that will use a dedicated
processor.

When the logical partition with dedicated processors is activated, the desired processor
resource will be assigned to that partition. If the logical partition demands more processor
resources, it will get only from the minimum up to the desired processor resources value. If
there is a processor failure, the system will attempt to accommodate the minimum processor
sizes for all partitions. If the minimum processor resource is not available for the logical
partition, the logical partition cannot be activated.

Logical Partitions on System i5



When a partition with dedicated processors is powered down, their processors will be
available to the shared processors pool. This capability is enabled from the partition profile
setting. Check the Allow idle processors to be shared option to enable this feature as
shown in Figure 1-8. If this feature is not selected, the dedicated processors from inactive
logical partitions will not be available in the shared processors pool. Idle processors from
active partitions with dedicated processors can be used by any uncapped partition that
requires additional processing units to complete its jobs.

( Detailed below are the current processing settings for this partition profile.

Processing made
® Dedicated
) shared

Dedicated processors

Total managed system processors: 32

Minimum processors : 1
Desired processors : E
Maximum processors : 5

[w] Allows idle processors to be shared.

Figure 1-8 Allow idle processors to be shared option in partition profile

If logical partition configuration allows the dedicated processors to be shared in the shared
processors pool, these dedicated processors are still committed to the logical partition that
these processors belong to. When the inactive logical partition is activated, it will regain its
dedicated processors from the shared processors pool.

You can add more processors for a logical partition using Dynamic Logical Partition functions.
However, this is limited by the maximum number of processors for this logical partition.
Changing the maximum processors for the current logical partition requires a logical partition
restart.

Dynamically moving processors in and out of a logical partition with dedicated processors
could result in processors in a partition being spread across nodes. There is no guarantee
that the best configuration can be maintained. The optimum allocation of processors and
memory is performed by the Power Hypervisor during the initial startup to standby or
operational mode when you start or power on the managed system. Any changes to the
configuration of partitions after this through Dynamic Logical Partitioning (DLPAR) could
disrupt the optimum allocation.

A full system restart is required to return the system to the optimal configuration. Set the
system configuration to the desired configuration before restarting.

1.3.4 Shared processor

The shared logical partition can use unassigned processors and processors that are
assigned to other logical partitions but are currently unused by that partition. The amount of
processing power that the logical partition can use is limited only by the virtual processor
settings of the logical partition and the amount of unused processing units available in the
shared processors pool.

Chapter 1. Introduction to LPAR on IBM System i5 13



The shared processors pool is created from the processors left over after the dedicated
processors are assigned to logical partitions that use dedicated processors. This will typically
be spread over multiple nodes. These processors are shared among all the partitions that use
shared processors. You can allocate at least 0.1 of a shared processor or up to the total
number of processors in the system.

One single physical processor is equal to 1.00 processing units, two physical processors are
equal to 2.00 processing units, and so on. The number of processing units is equal to the
number of physical processors available in the shared processors pool. A processor must be
in the shared processors pool to become processing units.

Every logical partition that uses shared processors will receive some processing units from
the shared processors pool. These processing units will appear to the operating system as a
number of processors called virtual processors. The Power Hypervisor is responsible to
communicate the virtual processors’ information to the operating system. The number of
virtual processors for each logical partition that uses the shared processor is configured in the
logical partition profile.

In partitions using the shared processors pool, if a partition is ended and restarted, the Power
Hypervisor will attempt to re-assign the same processor(s). This is to attempt to increase
cache hits for the workload on that partition.

1.3.5 Shared uncapped processor

By default, logical partitions that use the shared processors pool are uncapped logical
partitions, which means that they can use unused processing units from the shared
processors pool. The distribution of unused processing units to uncapped partitions will be
based on the weight assigned to each partition if more than one uncapped partitions demand
additional processing units at the same time.

Uncapped weight is a number in the range of 0 through 255 that you set for each capped
partition in the shared processors pool. By setting the uncapped weight, any available unused
capacity is distributed to contending logical partitions in proportion to the established value of
the uncapped weight. The default value for uncapped weight is 128.

For example, if there are three processors available in the shared processors pool, and if two
uncapped logical partitions demand more processing units at the same time, if logical
partition A has an uncapped weight of 80 and logical partition B has an uncapped weight of
160, then logical partition A will receive 1 processing unit and logical partition B will receive 2
processing units from the shared processors pool. The uncapped weight is set in the partition
profile as shown in Figure 1-9. You can set this uncapped weight when the partition profile is
being created.

Sharing modes
You must specify a processing sharing mode for this partition profile.

Capped

The processor usage never exceeds the assigned
processing capacity.

® Uncapped Weight : 128

Processing capacity may be exceeded when the
shared processor pool has spare processing
power.

Figure 1-9 Uncapped weight setting in partition profile
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It is possible for uncapped partitions to have their processing capacity exceed the current
processing capacity or more than 100% CPU utilization when they use the unused
processing units from the shared processors pool. This usually happens when the uncapped
partitions demand more processing power to complete their tasks. It is different in the case of
a partition with a capped processor. A capped partition will never exceed the assigned
processing capacity.

Although an uncapped logical partition can use more processor power than its assigned
processing capacity, the uncapped logical partition can never use more processing units than
its assigned number of virtual processors.

Attention: When you try to add more processing units for an uncapped logical partition,
the number of desired physical processing units as the result of the addition must be equal
to or less than the desired number of virtual processors.

1.3.6 Shared capped processor

It is possible to configure a logical partition so that other logical partitions can use its unused
processing units, but the logical partition cannot use more processing units than its assigned
amount. Such a logical partition is known as a capped logical partition. The sharing modes in
the logical partition profile, as shown in Figure 1-10, determine if the logical partition is using
shared capped processors.

Sharing modes

You must specify a processing sharing mode for this partition profile.

® Capped

The processor usage never exceeds the assigned
processing capacity.

3 Uncapped

Processing capacity may be exceeded when the
shared processor pool has spare processing
power.

Figure 1-10 Capped processing sharing mode

Capped partitions cannot use idle processors in the shared processors pool when it demands
more processing power to complete their jobs. Additional processors must be allocated
manually using Dynamic Logical Partitioning (DLPAR) to a capped partition up to its
maximum virtual processor setting.

Attention: When you try to add more processing units for a capped logical partition, the
number of desired physical processing units as the result of the addition must be equal to
or less than the desired number of virtual processors.

1.3.7 Virtual processor

A virtual processor is a representation of a physical processor to the operating system or
logical partition that uses the shared processors pool. A virtual processor is a method for
presenting fractional processors assigned to logical partitions as a whole number of
processors, because the operating system cannot calculate a whole number of processors
from fractional processors that are assigned to this logical partition. The Server firmware is
responsible for representing the processing units available for logical partitions into a whole
number of virtual processors.
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The server firmware distributes the processing units evenly among all virtual processors
assigned to a logical partition. For example, if logical partition A has 1.4 processing units and
2 virtual processors assigned, then each virtual processor will be equal to 0.7 physical
processing units. These 2 virtual processors will support the logical partition workload.

The number of processing units available for each virtual processor is limited. The minimum
number of processing units for each virtual processor depends on the server model on which
the logical partitions are created. The maximum number of processing units for each virtual
processor is always 1.00.

The logical partition operations will be faster and produce better results if the number of
virtual processors assigned is very close to the number of processing units from fractional
processors assigned to that logical partition. The operating system in the logical partition will
be able to manage the workload more effectively.

In some cases, you may increase the number of virtual processors for the logical partition in
order to give more concurrent operations for the operating system. The addition of some
virtual processors may slightly improve the performance of the operating system. The
operating system will be able to shift processing powers among processes very well.

However, you have to consider the impact of adding too many virtual processors for a shared
processor logical partition, since this will degrade the performance of each virtual processor.
If there are too many virtual processors for a logical partition whose processing unit is not
increased, the number of processing units per new virtual processor is smaller than for the
previous virtual processor. Then the operating system cannot shift processing powers among
processes very well.

When you create a partition profile with shared processors, HMC will calculate the number of
minimum, desired, and maximum virtual processors for the logical partition based on the
minimum, desired, and maximum processing units assigned to this logical partition. By
default HMC will calculate these default virtual processors as follows:

» The minimum virtual processor for logical partitions is the number of minimum processing
units rounded to the next whole number.

» The desired virtual processor for logical partitions is the number of desired processing
units rounded to the next whole number.

» The maximum virtual processor for logical partitions is the number of maximum
processing units divided by minimum processing units for each virtual processor. The
result is rounded to the previous whole number.

An example of virtual processor calculation done by HMC is shown in Figure 1-12.
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£ Create Logical Partition Profile - Processing Settings g@

%\ME Specify the desired, minimum, and maximum processing settings in the fields helow.
.....

Total usahle processing units; 2.00

Minimurm processing units 0.3
Desired processing units: 1.6
Maximum processing units: ’74

Advanced...

ﬂ@ EEECG Next- | Encel_i

Figure 1-11 Shared processor processing units setting for logical partition

In the foregoing example, we give the minimum processing units of 0.3, desired processing
units of 1.6, and maximum processing units of 4. Click the Advanced... button to display
shared processor mode and virtual processor setting window as shown in Figure 1-12.

< Advanced Processing Settings K

Sharing modes
You must specify a processing sharing mode for this parition profile.

i Capped

The processar Usage never exceads the assigned
processing capacity,

i® Uncapped Waight : |— 128

Processing capacity may be exceeded when the
shared pracessor pool has spare processing
pawer.

virual processors

The defaultvirtual processor settings have been filled in foryou. You may change
the default settings below,

Minimum processing units required for each virtual processor: (0010

Minimum number of virtual processors 1

Desired numhber ofvirtual processors 2

Maximum number of vitual processors 40
ok || cancel || Hew |z

Figure 1-12  Virtual processor setting window

From Figure 1-12, you can see the number of minimum, desired, and maximum virtual
processors calculated by HMC per the rules as explained previously. HMC calculates 1
minimum virtual processor, 2 desired virtual processors, and 40 maximum virtual processors.
You may change these virtual processors settings to satisfy your workload requirements.
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Configuring the virtual processors setting is similar to telling the logical partition how many
processors it can run jobs on simultaneously. Figure 1-13 shows an illustration of the Virtual
Processor configuration. The figure shows the difference of the implementation of virtual
processor configuration of one shared logical partition with 2 virtual processors and with 4
virtual processors. There are 4 processors available in the shared processors pool. The
logical partition is assigned 1.6 processing units out of 4 processing units from the shared
processors pool.

Please note that creating many virtual processors may slow down your logical partition
operation. Please calculate the proper number of virtual processors for your logical partition.
Click OK to save changes.

Logical partition with 1.6 processing units and 2 virtual processors

& Logical partition with 1.6 processing units and 4 virtual processors
A

Figure 1-13 A logical partition with two and four virtual processors

When you activate the logical partition using a partition profile with a shared processor, the
desired number of virtual processors will be assigned to the logical partition. Based on the
configuration in Figure 1-12 on page 17, the logical partition will have 2 virtual processors
available to support its workload.

You may increase the number of processing units and virtual processors for a logical partition
using Dynamic Logical Partitioning (DLPAR).

For example, suppose your current logical partition processor setting is similar to the setting
in Figure 1-14. Then if you want to add 2 additional virtual processors to this logical partition,
you can use Dynamic Logical Partitioning to add processing units:

Selected — Dynamic Logical Partitioning — Processor Resources — Add
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(IIO ITPrDcessurs and Memary |

Processing

Minimum Maximum Current
Processing units : 1 1o 4
Yirtual processors : 2 32 4

Sharing mode : Capped

[¥] Allow shared processor pool utilization authority

Figure 1-14 Logical partition profile processing unit configuration

Enter the number of virtual processor you want to add, and click OK to add new virtual
processors. Figure 1-15 shows how to add 2 virtual processors to the logical partition. Click
OK to add virtual processors.

add Pri

General Arhvanced

NI,
g E Dynamic Logical Partitioning -- Add Processing Units

Available system processing units : 25.00

Fartition Frocessing settings

[ Uncapped

Maximum Current
Processing units : 10,00 4.00
Virtual processors: 32 4

Add Processing Units
Specify number of processing units to add.

Processing units 1o add : o]

Processing units after addition : 4.0

Virtual processors to add : 2 j‘

ok || cancel || Hep |7

Figure 1-15 Add new virtual processors to logical partition

As a result, now the logical partition has 6 virtual processors (Figure 1-16).
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rl,fO ITPracessnrs and Memory |

Processing

Minimum Maximum Current
Processing units : 1 1o 4
Virtual processors : 2 32 &

Sharing mode : Capped

[i] Allow shared processor pool utilization authority

Figure 1-16 New number of current virtual processors after addition

Attention: When you try to add more processing units for a shared processor logical
partition, the number of desired physical processing units as the result of the addition must
be equal to or less than the desired number of virtual processors.

1.3.8 Configuring dedicated processors for the logical partition

Processor configuration is stored in the logical partition profile. When the logical partition is
started, a number of physical processors are assigned to this logical partition. When started,
the logical partition will be assigned the desired amount of processors. If the desired amount
of processors is not available, the minimum amount of processors will be assigned to this
logical partition. If no physical processors are available — for example, because of the failure
of physical processors — the logical partition cannot be activated.

At the first time the logical partition is created, you have to define the processor configuration
for the logical partition. To configure the logical partition with dedicated processors, select
Dedicated from Create Logical Partition Profile - Processors as shown in Figure 1-17.

artitiar-Profile - Pr

N You can assign entire processors o your partition for dedicated use, or you
can assign partial processor units from the shared processor pool. Choose one
of the processing modes below.

) Shared
Assign partial processor units from the shared processor pool. For
example, .30 or 1.25 processor units can be assigned to the partition.
@ Dedicated

Assign entire processors that can only be used by the partition.

Help B <Back | Newt> | Cancel

Figure 1-17 Dedicated processing mode for logical partition with dedicated processors
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Click the Next button to continue.

Enter minimum, desired, and maximum processors for the logical partition. Figure 1-18
shows an example of minimum, desired, and maximum processors for the dedicated logical
partition. Adjust these values with the logical partition workload.

Create Logical Partition Profile = Proc

s\ﬂwé Specify the desired, minimum, and maximum processing settings in the fields below.

Total humber of processors : 32

Minimum processors:

I
Desired processors: 2
M

Maximum processors:

Help B | cBack | new s | Cancel

Figure 1-18 Minimum, desired, and maximum processors for dedicated logical partition

1.3.9 Configuring shared capped processors for logical partition

The shared processors configuration is stored in the logical partition profile. When the shared
logical partition is started, a number of processing units assigned to the logical partition will be
based on the shared processors configuration in the logical partition profile. These
processing units are available from the shared processors pool. When started, the logical
partition will be assigned the desired amount of processing units. If the desired amount of
processing units is not available from the shared processors pool, the minimum number of
processing units will be assigned to the logical partitions. If no processing units are available
from the shared processors pool, the logical partition cannot be activated.

At the first time the logical partition is created, you have to define the processor configuration
for the shared logical partition. You have to decide if you will use shared capped processors
or shared uncapped processors mode. To configure shared capped processors for the logical
partition, select Shared from the Create Logical Partition Profile - Processors window, as
shown in Figure 1-19.
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al Padition Profile - Prog

suuls Yo can assign entire processors to your partition for dedicated use, or you
can assign partial processor units from the shared processor pool. Choose one
of the processing modes below:.

® Shared

Assign partial processor units from the shared processor pool. For
example, .30 or 1.25 processor units can be assigned to the partition.

() Dedicated

Assign entire processors that can only be used by the partition.

Help B | <Back | mea> | Cancel

Figure 1-19 Shared processing mode for logical partition with shared processors

Next, fill in the amount of minimum, desired, and maximum processing units for the logical
partition. The example in Figure 1-20 shows an example of minimum, desired, and maximum
processing units for the logical partition. Adjust these processing unit values with the logical
partition workload.

artition Profile - P

%‘"WE Specify the desired, minimum, and maximum processing settings in the fields below:.

Total usable processing units: 32.00

Minimum processing units 0.6
Desired processing units: 1.2
Maximum processing units: ’75

Advanced. .

Help B | <pack | mexts> | Cancel

Figure 1-20 Minimum, desired, and maximum processing units for logical partition

Click the Advanced button to configure Capped/Uncapped sharing modes and virtual
processors. Select Capped sharing mode to configure the logical partition with shared
capped processors as shown in Figure 1-21.
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Sharing modes
You must specify a processing sharing mode for this partition profile.

) Capped

The processor usage never exceeds the assigned
processing capacity.

¥ Uncapped

Processing capacity may be exceeded when the
shared processor pool has spare processing
pOwer.

YWirtual processors

The default virtual processor settings have been filled in for you. You may
change the default settings below.

Minimum processing units required for each virtual processor: 0.10

Minimum number of virtual processors : |—_ 1
Desired number of virtual processors : 2|
Maximum number of virtual processors : 22

| oK Cancel || Help I2]

Figure 1-21 Capped sharing mode for shared capped processor configuration

HMC will automatically calculate the minimum, desired, and maximum number of Virtual
Processors for logical partition. You may change the virtual processors setting now or later
using Dynamic Logical Partitioning (DLPAR).

1.3.10 Configuring shared uncapped processors for logical partition

The shared processors configuration is stored in the logical partition profile. When the logical
partition is started, a number of processing units assigned to the logical partition will be based
on the shared processors configuration in the logical partition profile. These processing units
are available from the shared processors pool.

When started, the logical partition will be assigned the desired amount of processing units.

If the desired amount of processing units is not available from the shared processors pool, the
minimum processing units will be assigned to logical partitions. If no processing units are
available from the shared processors pool, the logical partition cannot be activated.

At the first time the logical partition is created, you have to define the processor configuration
for the logical partition. To configure shared uncapped processors for the logical partition,
select Shared from the Create Logical Partition Profile - Processors window as shown in
Figure 1-19 on page 22, then select Uncapped from the Advanced Processing Setting as
shown in Figure 1-22.
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Sharing mades
You must specify a processing sharing mode for this partition profile.

0 Capped

The processor usage never exceeds the assigned
processing capacity.

® Uncapped Weight : 128

Processing capacity may be exceeded when the
shared processor pool has spare processing
power.

Yirtual processars

The default ¥irtual processor settings have been filled in for you. You may
change the default settings below.

Minimum processing units required for each virtual processor: © 10

Minimum number of virtual processors ; | 1
Desired number of virtual processors ; |_ W =
Maximum number of virtual processors : 32J

| ok || cencel || new |2

Figure 1-22 Uncapped sharing mode for shared uncapped processor configuration

Adjust the uncapped weight for this logical partition. The uncapped weight will be used to
determine the portion of free processing units that will be distributed to this logical partition
among all shared uncapped logical partitions when two or more shared uncapped logical
partitions demand more processing units from the shared processors pool.

For example, if logical partition 1 has an uncapped weight of 90 and logical partition 2 has an
uncapped weight of 180, then logical partition 1 will receive 1/3 available processing units
from the shared processors pool when partition 1 and partition 2 demand more processing
units at the same time and there are available processing units in the shared processors pool.

HMC will automatically calculate the minimum, desired, and maximum number of Virtual
Processors for logical partition. You may change the virtual processors setting now or later
using Dynamic Logical Partitioning (DLPAR).

1.3.11 Considerations on using shared processors

Logical partitioning using shared processors allows greater flexibility and maximum processor
resources utilization. However, you must understand that using shared processors incurs
some risks and may impact logical partitions performance. Using shared processors from the
shared processors pool makes much more work for the Power Hypervisor.

Each logical partition with shared processors is only given some processing time in a few
milliseconds, determined from the processing units assigned to it — usually less than
processing times of one physical/dedicated processor. So, the logical partition does not
always have enough time to complete its job in one CPU cycle. This problem causes the job’s
data to be re-dispatched to memory and cache for the next CPU cycle. It increases the
chance that the data is no longer in the cache, or even in the memory any more, because
much data for many jobs is loaded into memory, then into cache. It must be reloaded from
memory, or at the worst case, from disk (DASD), which may take a longer time to complete.
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If you could determine the processor requirement for your partition workload and predict the
workload growth in the future that demands more processing power, we recommend that you
create a logical partition with dedicated processors for the best logical partition performance.
If you have a limited number of physical processors and want to create several logical
partitions with flexibility in processor resources usage among all logical partitions, then a
shared processor could be your choice.

1.3.12 Considerations in configuring virtual processors

The virtual processor is used to define a whole number of processors owned by a shared

logical partition from fractional processors assigned to it. The logical partition operations will
be faster and produce better results if the number of virtual processors assigned is very close
to the number of processing units from fractional processors assigned to that logical partition.

The addition of some virtual processors may slightly improve the performance of the
operating system because the operating system assumes that it has more processors to do
more concurrent jobs. However, adding too many virtual processors to a shared processor
logical partition will degrade the performance of each virtual processor. If you add too many
virtual processors for a logical partition and the processing unit is not increased, the
processing units for each new virtual processor will be smaller than for the previous virtual
processor. The operating system cannot shift processing powers among processes very well.

An uncapped shared logical partition can use idle processing units in the shared processors
pool. If the virtual processors for an uncapped shared logical partition is too low, it cannot use
the maximum processing units in the shared processors pool. Setting too many virtual

processors may impact logical partition performance as explained in the previous paragraph.

Determine carefully the proper number of virtual processors that will be configured for the
shared logical partition for optimum logical partition operations.

1.4 Memory use in System i5 LPARs

Memory on System i5 based System i5 systems is used and managed very differently than in
the past. In the following sections we discuss the new concepts of and changes to the
manipulation and use of memory.

1.4.1 Memory granularity

In the past we have been able to assign or move memory from a partition at the single MB
level. Memory in the System i5 machines cannot be manipulated that finely. Instead it must
be assigned or moved in blocks.

These blocks are referred to as Logical Memory Blocks (LMBs) but are more technically
described as Memory Regions. This is similar to the method by which the current Model 690
pSeries servers handle memory.

The LMBs are sized in multiples of 16 MB, and at initial announce, this will be the only size
that can be used. Later code updates will allow for use of 16, 32, 64, 128, and 256 MB blocks.
The designation of the memory region size you intend to use is a system wide parameter, so
that everything on a given system will be using the same size blocks.

What this means is that whatever LMB size is specified for the system, that will be the
smallest amount of memory that can be manipulated. All memory allocations will have to be in
multiples of the LMB size, and memory can only be moved between partitions at the LMB size
level.
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So rather than a memory granularity of 1MB, the System i5 memory granularity will be
between16 MB and 256 MB. Again, this is determined by the system setting for the memory
region size.

With the June 2004 level of code, you can view the LMB size from the HMC by displaying the
Managed Server properties, selecting the memory tab, and you will see the current LMB
setting. In a future code release, you will be able to change the LMB size through the ASM
interface. There will be an option under Performance settings.

Actual memory used for paging and cache are not affected by or have anything to do with the
memory region size.

1.4.2 Memory and LPAR

The assignment of memory to logical partitions in a System i5 V5R3 environment is handled
differently than it has been in the past. Functionally, one of the main benefits for LPAR is that
a partition can utilize all the memory assigned to it.

1.4.3 Hardware page table

The hardware page table (HPT) on systems prior to System i5 was contained within the
memory assigned to the partition. This was treated as hidden or reserved memory. There is
no longer the concept of reserved memory on System i5 hardware. The HPT now exists in
memory that is controlled by pHyp or hypervisor memory. When a partition profile is defined,
the amount of memory designated in the “max” memory parameter affects the size of that
table. This is based on a specified ratio applied against the “max” parameter.

Even though there is no reserved memory, you should still take care when deciding on
memory size and be reasonable about the maximum memory parameter. Because there is no
reserved or “hidden” memory, a partition gets full use of its assigned memory. The Phyp
memory is a part of the total physical memory on a system and it is not specifically for the
HPT. There are other system factors that also affect the amount of memory in Phyp.
However, we are only looking at LPAR memory requirements in this chapter.

1.4.4 Memory assignment at initial LPAR start
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When you create a partition profile, you specify the min/current/max memory numbers. Click
the Recalculate button and it shows you what is the minimum memory requirement for that
partition. The minimum required memory is determined by the current/max numbers and the
operating system type that will be run in that partition. For OS/400 partitions, this is either 128
MB or 256 MB depending on the max value. The more common one seems to be 256 MB.
This is referred to as the Real Memory Offset (RMO).

When you start a partition for the very first time, what it does is to look for 256 MB (that
minimum amount) of contiguous memory to be the RMO. This means that with a 16 MB
memory region size, it will need to find 16 contiguous blocks of memory. This memory is
owned by the partition and is entirely usable.

The rest of the partition’s memory does not have to be contiguous but it is also assigned at
the initial start up. Once the partition is associated with all of its physical memory, it then owns
it. That ownership is persistent even if the partition gets powered down. No other partition
may use that memory unless the profile information is overtly changed. When you restart a
partition, it uses the same RMO and memory each time.
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1.4.5 Memory allocation for the i5 OS logical partition

The logical partition is assigned a minimum, desired, and maximum memory as defined in the
logical partition profile. The memory assigned to i5 OS logical partition is only for the logical
partition. It does not include the memory reserved for Hardware Page Table (HPT). For
example, the logical partition will receive full 1024 GB of memory as configured in the logical
partition profile. Additional memory for HPT is allocated separately by the Power Hypervisor.
In previous iSeries servers, the memory allocation for a logical partition includes memory
allocated for HPT.

The virtual I/0 resources also require some amount of Power Hypervisor memory, but this
only requires a small amount of memory. It only changes in 16 MB increments on the current
i5 systems.

To configure logical partition memory, determine the minimum, desired, and maximum
memory for the logical partition. Desired memory is the amount of memory configured for the
logical partition. This is the memory which the logical partition needs to have when the logical
partition is powered on. If the managed system does not have the desired amount of memory
but only has lesser memory, those uncommitted memory resources will be assigned to the
logical partition when the logical partition is activated.

Minimum memory is the minimum amount of memory which needed by the logical partition to
start. The logical partition will fail to start if the minimum memory is not available in the
system. The current memory for the logical partition cannot be lower than the configured
minimum memory. If you change the minimum memory setting for a powered on logical
partition, it will take effect after the next logical partition restart.

Maximum memory is the total amount of memory that can be allocated to this logical partition.
You can allocate additional memory to this logical partition using Dynamic Logical Partitioning
(DLPAR), but it must not exceed the maximum memory value. Figure 1-23 shows an example
of how to configure the memory in the logical partition profile.

e Logical Padition Profile —fdemary

Specify desired, minimum and maximum amounts of memory for this profile using a
combination of the gigabyte and megabyte fields below.

Installed memory (MB): 11534336

Current memory available for partition usage (ME): 10485504

Minirmum mermary Desired memary Maximum memory

_ 2[+|cE 4t e 42 ce
of-={ me 512|4{ ME 512/ Me

Help B | <Back || new > Cancel

—_—  — ——————r

Figure 1-23 Configure memory for logical partition
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When the partition is activated, the configured memory is assigned to them and the Hardware
Page Table (HPT) is created by Power Hypervisor.

Memory allocation must be calculated precisely, in order to avoid lack of memory, which
could have an impact to the logical partition performance. If the memory allocation for all
logical partitions is not calculated precisely, the last powered on logical partition will receive
less memory than the configured amount of memory. If the minimum memory requirement for
the last powered on logical partition is not met, the logical partition could not be started.

From the managed system properties, the memory status can be viewed. Figure 1-24 shows
the memory information for the current managed system. It provides much information, for
example, Installed Memory, which displays the total number of memory units that are
installed on the managed system. Current memory available for partition usage is an amount
of memory that is available for use by all the logical partitions configured in the managed
system. This value will vary depending on the number of logical partitions configured and the
memory installed on the managed system. Partition memory usage displays current memory

in use by all active logical partitions.

1 'R5-535i' Property Dialog = F

r General rPower—On Parameters rProcessors |/I,f0 Mermory rReference Code r HCA |

Details of the managed system's memaory are listed below.

11534336 MB
QO ME
10470528 ME
10485760 ME
128 MB
10485504 ME

Installed memary:
Deconfigured memary:

Ayailable memaory:

Configurable memory:

Memary region size:

Current memory available for partition usage :

Partition Memory Usage

Partition name Arnount of memary (ME)

Partition name 1 4224
Partition name 2 10752

'

&

ok || cancer || Hew |2

Figure 1-24 Managed system memory information

For example, partition name 2 has the memory configuration as shown in Figure 1-25.
When the logical partition was powered on, it received all desired memory, which is
10240 MB + 512 MB = 10752 MB. This value can be found in the managed system memory

information shown in Figure 1-25.
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Logical Parition Profile Properties: Partitioh profile 2 &

Tagged 10 | Wirtual I;0 | OptiConnect | Power Contralling | Settings |
Ceneral |T Memory r Processors |/ FPhysical 10 |

Detailed below are the current memory settings far this partition prafile.

Installed memaory (MB): 11534336

Current mermory available for partition usage (MB) : 10485504

Minimum memary: Desired memary Maximum mermory
| 4#fee o2 ce - elxfce
o::[MB 512|4 MB 0/ me
ok || cancel || Hew |7

Figure 1-25 Logical partition memory configuration

The Hardware Page Table for this logical partition is calculated by dividing the total memory
available for the logical partition by 64. The result is then rounded to the next whole number.
For the configured memory of the logical partition in Figure 1-25, the HPT size is 10752 MB /
64 = 168 MB. The Power Hypervisor will then allocate 256 MB memory for this logical
partition HPT.

Another memory allocation in System i5 system is for Power Hypervisor memory. The Power
Hypervisor requires some amount of memory to perform logical partitioning functions in
System i5 system. There are several factors affecting the Power Hypervisor memory
requirements:

1. Logical partition memory configuration

2. Maximum amount of memory assigned to the logical partition
3. Virtual I/0 used by logical partition
4

. Total number of logical partition in the System i5 system

“Processor use in System i5 LPARs” on page 8 discusses the Processors, which are grouped
into nodes in System i5 system. Each node is interconnected to share its memory. Memory
access between nodes is slower than memory access from local node. It means that memory
access by processors from within the same node is faster than memory access by processors
from a different node.

The Power Hypervisor will attempt to group processors and memory together for better
logical partition performance, especially for dedicated partitions. The Power Hypervisor tries
to avoid too many remote memory access operations, which may slow down the job’s
execution, because it takes a longer time to access memory not in the same node with
processors. The Power4 firmware allocates memory equally from all nodes, which leads to
more remote memory access than System i5 Hypervisor does.
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Memory can be moved between logical partitions dynamically. However, this may cause
configurations to become less optimal, because the memory moved/removed will probably be
spread across all nodes. Determining an optimum memory configuration is very important to
achieve logical partition best performance.
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i5/0S consoles under System i5

In this chapter we provide details of console options and rules on the Power 5 platform as it
relates to iSeries for stand-alone (non-partitioned) systems and for LPAR systems. For
stand-alone systems, the console I0A placement requirements are very specific and must be
followed. For LPAR systems, the placement rules do not apply, but there are some concerns.

The following topics are covered in this chapter:

Console for stand-alone systems

Console for partitioned (LPAR) systems

Console I0A placement rules for stand-alone systems

Console I0A placement rules for stand-alone systems, including IXS considerations
Connecting to a 5250 console remotely

vyvyvyyvyy
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2.1 Console history

There are now a few types of consoles that can be used on the iSeries. Originally, in the
System 3X world, the Twinax console was the one and only kind of console that could be
used. The interface was a 5250 green screen. When the AS/400 was announced, Twinax
was still the only console. Async Console was added, which used a 5250 session in Client
Access via a serial port on a PC. This is no longer supported.

Operations Console followed and consists of console GUI software on a PC, again via a
serial port. This is referred to as Direct Operations Console. With OS/400 V5R1, the LAN
Console was introduced. This is the same as the Operations Console, except that it is LAN
attached. It can be a console for more than one system or partition at a time by running
multiple console sessions on the same PC. Each system or partition must have a LAN card
dedicated to the console function.

With i5 systems, each system or partition still needs to have its own console, and there are
now four types of consoles supported: 1=Twinax, 2=Operations Console Direct cable,
3=0Operations Console LAN, and 4=Hardware Management Console (HMC).

The newest, of course, is the HMC. On some System i5 systems, attaching an HMC is
optional, as they can still use the other three kinds of console. Some of the System i5
systems require the use of the HMC even though the other console types can still be used. All
System i5 partitioned systems must have an HMC because all LPAR functions on System i5
systems are moved to the HMC and are no longer in DST/SST. This is also true for Capacity
Upgrade on Demand (CUoD) functions. In any of the above cases, this does not mean that
the HMC has to be the selected console type, but all systems attaching an HMC can use the
HMC as the system console if so desired. The HMC does not use any physical system
adapters, as it attaches to special ports in the Service Processor (SP).

2.2 Console for stand-alone systems
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Twinax, Direct Operations Console, and LAN Operations Console have no functional or
operational difference from OS/400 V5R2 to V5R3. However, some newer generation PCs
may not have a serial port to use with Direct Operations Console. In that case, a USB to
Serial cable can be used. Also, the Direct Operations Console cable on a stand-alone system
will connect to the ECS card.

Operations Console LAN configurations have always had the LAN adapter serial number
stored as part of the configuration. If the serial number of the configured LAN card cannot be
found during IPL time, then an additional 30 minute wait occurs to see if the adapter reports
in. If not, then another adapter can be used. This only applies if the load source is migrated or
the load source has a prior LAN Operations Console configuration.

The 30 minute wait can be overcome by clearing the LAN configuration on the load source
just before you migrate it. Clear and store the LAN configuration but do not deactivate it. Then
power off the system and migrate the load source.

Function 65 and 21 (disable WAN and DST), when used together within 30 seconds to
change console modes, will cause the current 5250 session to be closed and a new 5250
session to be opened (new 5250 session ID). Function 65/21 will only change console modes
if the resources are tagged before you try to switch them.
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For example, if you have an IOP tagged for console and the IOP has a WAN and LAN card in
the IOP, you can change modes between direct cable or LAN connected Operations Console.

If you also tag an IOP for ALTERNATE console, it must have a Twinax card. Then you can
switch between Direct, LAN, or Twinax. The ALTERNATE console cannot install the

operating system or LPPs and may have limited DST functions.

See Figure 2-1, Figure 2-2, and Figure 2-3 for an illustration of these situations.

Backup
HMC

OS/400
console

o

Figure 2-1 HMC as the Console - no system adapters are required - virtual I/O is used

iSeries iSeries iSeries
Operaticns Operations Operations
Console Console Console

Xy

Figure 2-2 QOperations Console LAN or Direct cable connections - system adapters are used - V.24

(ASYNC) or LAN
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Twinaxial Twinaxial Twinaxial
console console console

server firmware

Figure 2-3 Twinax system adapter is needed

2.3 Console for partitioned (LPAR) systems
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On System i5 systems, the LPAR structure is not as we have known it on iSeries. Most of the
basic concepts are the same, but there are significant changes. System i5 systems have no
Primary (controlling) or any Secondary partitions. All partitions are “equal” and independent in
terms of their relationship to each other. Linux partitions can still use virtual resources from an
0S/400 partition or be entirely independent. AIX V5R2 or later will run in a self contained
partition.

The Console mode selection in DST can be overridden by the tagged resource (via HMC)
when the partition is built. When tagging the console resource for the partition, you can tag an
IOP or an I0A. If you tag an IOA and that resource does not match the console type selected,
then the tagged IOA will be used.

For example, if you tagged a WAN IOA and the value for the console mode was a 3 for LAN,
the system will try to use Operations Console Direct cable. This is because the TAG for the
IOA will override the console mode. If an IOP was tagged and the IOP had a WAN and an
Ethernet card, then the console would try to come up on the LAN adapter.

The HMC console is the only console that can take the console function away from another
console type, and will take it over even if the other console is in a session and doing work.

Primary partitions that are being migrated will require manual intervention to set the console
tag. Furthermore, any secondary partition on the source system that uses a console resource
in the main system tower will require manual intervention to tag the console resource. Any
secondary partition that has a console resource outside of the main system tower should
migrate without a problem, provided that the resource is on the system.

If you use HMC as the system console, then you do not need to tag anything, as it is done for
you by the HMC configuration wizard.
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2.4 Console IOA placement rules for stand-alone systems

In the following sections we list the various rules.

Note: These rules apply to LAN Console and Twinax Console in a stand-alone system. If
using the Direct Operations Console, the ECS card/slot will be used rather than any of the
other slots.

2.4.1 Model 520/550 CEC

The 520/550 will first look for the console in slot 5. If an appropriate I0OA is not there, it will
look in slot 2 (which requires a second IOP).

Model 520

SLOT1 - 2nd IOP

SLOT 2 Console
if 2nd IOP

SLOT 3 ECS

SLOT 4

SLOT 5 Console

SLOT 6 IOP

2.4.2 Model 570 CEC

The 570 will first look for the console in slot 4 (which requires a second IOP). If an appropriate
IOA is not there, it will look in slot 6.

If a GX Adapter (for HSL) is installed, it will block slot 6. Since a Twinax adapter would have
to use the same slot as LAN, it cannot be a backup for the LAN in this particular scenario.
Direct (Async) will have to be the backup.

Model L4

SLOT 1- 10P

SLOT 2 ECS

SLOT 3-2nd IOP

SLOT 4 Console

SLOT 5

SLOT 6 Console
or GX adapter
(HSL)
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2.5 Console IOA placement rules for stand-alone systems,
including IXS considerations

Pre-System i5 IXSs that will be migrated from another system must be placed in an
expansion tower. They are not supported in the system unit. The new IXS available during
2004 can be placed in the system unit and will use the slots listed in the following tables.

2.5.1 Model 520/550 CEC

The 520/550 will first look for the console in slot 5. If an appropriate I0A is not there, it will
look in slot 2 (which requires a second IOP). If an IXS is used, the console must put in slot 2
because the IXS must be in slot 4 and blocks slot 5.

Model 520

SLOT 1- 2nd IOP

SLOT 2 Console
if 2nd IOP

SLOT 3 ECS

SLOT 4 IXS

SLOT 5 Blocked

SLOT 6 - IOP

2.5.2 Model 570 CEC

The 570 will first look for the console in slot 4 (which requires a second IOP). If an appropriate
IOA is not there, it will look in slot 6.

If a GX Adapter (for HSL) is installed, it will block siot 6.
An IXS can be put on the second IOP (slot 4) in addition to the console (slot 6).

If you have an IXS and a GX adapter, then you must use Operations Console Direct or HMC
as the console.

Model 570

SLOT 1 - IOP

SLOT 2 ECS

SLOT 3 -2nd IOP

SLOT 4 IXS

SLOT 5 Blocked

SLOT 6 Console
or GX adapter
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2.6 Connecting to a 5250 console remotely

This section covers connecting to a 5250 console remotely. The remote support for HMC
5250 can use the same SSL configuration as the System Manager Security on the HMC.
For more information about configuring System Manager Security, see “System Manager
Security” on page 41.

2.6.1 5250 console remotely configured

To connect to a 5250 console remotely, read the following requirements:

» You must use a 5250 emulator, such as the IBM iSeries Access PC5250 emulator, iSeries
Access for Linux emulator, or IBM Personal Communications 5250 emulator on

»

Microsoft® Windows®.

If you are using the IBM iSeries Access PC5250 emulator, the required level is Version 5
Release 3 PTF S113587 or later. To view your service pack level, select Start —
Programs — IBM iSeries Access for Windows — Service — Check Service Level.

If you are using the IBM Personal Communications 5250 emulator, Version 5.7 or later is

required.

If you are using the iSeries Access for Linux emulator, Version 1.4 or later is required.

To connect remotely, do the following steps.

Configure HMC support for your Windows or Linux product

Open the 5250 emulator application on your PC to configure your Windows product, then do
the following steps:

1. Create a new session. Figure 2-4 provides an example of how to configure a new session.

Customize Communication

Select Connection to Hest

Type of Host:
Interface: Lol -
Attachment: |Talnet5250 ower TCR/IE =1
Link Farameters. .. | Ses=zion Parameters. .. ‘
Connection Overview
Interface Attachment Type of Host
== { TCESIF ) %
Lol Telnet5250 ower TCESIP 15eries
- This connection provides access to an IBM iSeries host over a TCE/IP network -

uszing THEZ50 interface.

a TCE/IP

0K

Support for Serwice Location Protocal, S5L V3 and TIS1.0
secure layer encryption, load balancing and baclmp host 1= al=o prowided.

= Thiz selection iz uszed in networks that typically run TCESIF protocols. Requires
stack that supports a Windows Sockets ¥l. 1 interface. e

Cancel

Figure 2-4 Create a new session with PC5250

Help
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2. Select Link Parameter. When the window in Figure 2-5 prompts you, type the HMC host
name or IP address in the Host Name field and indicate the port number. Type 2300 into
the port number field if you are using non-SSL or 2301 if you are using SSL. Then select

OK to finish the configuration.

5

Telnet5250
Host Definition lAutomatir_‘ Host Location | Adwanced Security Setup

Host Hame or Port

IF Addre=z= Humber
Frimary |9.5.17. 233 [ [zz00
Baclkup 1 |a.5.17. 233 [ 2301
Backup 2 | | 23
Conmection Options
Comnection Timeout (5] E Seconds
W Jautooreconnect;
=
[~ Enable Security

0K I Cancel | hpply | Help

Figure 2-5 Configure 5250 IP address for remote console

3. When the window in Figure 2-6 prompts you, select the correct language and press Enter.

=0

———— |

B BB fA% 8E

| '

e

& & @lo

Welcome to HHC Remote 5258 Console

Select one of the follo

wing and press Enter:

1 de_AT - Austrian German

2 de_ATEpreeuro - Austrian German

3 de_LU - Luxembourg German
4 de_LUEpreeuro - Luxembourg German
5 de_DE - German

6 de_DEEpreeuro - German

7 de_CH - Swiss German

8 en_AU - Australian English
2 en_BE - Belgian English
18 en_BE@preeuro - Belgian English
11 en_CA - Canadian English
12 en_HK - Hong Kong English
13 en_IN - Indian English
14 en_IE - Irish English
15  en_IE@preeuro - Irish English

Language:

F8=Page Down

more...

Figure 2-6 Remote 5250 console - select language
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4. When the window in Figure 2-7 prompts you, type the correct HMC user ID and password,

then press Enter.

e

B B 2% B(E w6 (% o @ @

HHMC Remote 5258 Console Sign on

Enter your HHMC userid and password

User:

Password:

F3=Exit F12=Cancel

Figure 2-7 Remote 5250 console - HMC user ID and password

5. When the window in Figure 2-8 prompts you, select the management server that you want

to access.

=

ety

B B 2% Bl w6 b 2L ol el
HMC Remote 5258 Console System Selection
HHC : iumhmc18

Select one of the following and press Enter:

Option System Hame Type Model Serial State

1 Server-9486-520-5 9486 528 1BEF36E Operating
system: _

F3=Exit F5=Refresh F12=Cancel

Figure 2-8 Remote 5250 console - select management server
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6. When the window in Figure 2-9 prompts you, select connect modes and press Enter.

-EﬂSession A - [24 x 801 E]@

File —El:li‘t Tiew Communication Actionz Window Help

|| (| B[ | ‘eo[%| 2B B @@
HHMC Remote 5258 Console Partition Selection
HHC: iumhmc1B System: Server-9486-528-5H18EF36E

Type option, press Enter.
1=Connect dedicated
2=Connect shared

3=Show Details

Reference Use

Option Partition Partition State Code Count Console Status
_ 1: 18-EF36E Running fgoeapgee @ Unknoun
F3=Exit FS=Refresh F12=Cancel

Figure 2-9 Remote 5250 console- connect modes

7. When the window in Figure 2-10 prompts you, type the correct i5/0S user ID and
password to manage this system.

.E’ESession A - [24 x 80] E]@

File Edit _ﬁiew Communication Actionz Window Help

B By 2% | (% 2 8 @@
___ _ simon |

Sign On
System . . . . . & S18EF36E
Subsystem . . . . @ QBASE
Display . . . . . : DSPB1
User . CEEERRY - - - - - - -
Password . -« » . o oo o R
Program/procedure . . . . . . . .
Menu . . . . . ... .0 0. ..

Current library . . . . . . . . .

(C) COPYRIGHT IBM CORP. 1986, 2083.

Figure 2-10 Remote 5250 console-sign on screen
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Configure your Linux product
To configure your Linux product, do the following steps:

1. Create a new session by using the setup5250 configuration program.

2. In the 5250 Emulator Connection window, type the HMC TCP system name or IP address
in the AS/400 Host Name field.

3. Select Advanced 5250 Connection.... The Advanced 5250 Emulator Connection window
is displayed.

Type 2300 into the Telnet Port number field.

Type Emulator User ID and Emulator Password fields.

Open the 5250 emulator and select the language you want to see on the interface.
Log in using your HMC user ID and password.

© N o o &

Select the managed system that contains the logical partition to which you want to
connect.

9. Select the logical partition to which you want to connect.

10.1f you select Shared, you must enter a session key that can be used by another user with
another 5250 emulator. If you are the first user, the session key is entered twice to verify
accuracy.

Note: If you select Dedicated, other users are not able to share the session with you. If
you select Details, you can view which users are connected to this partition.

System Manager Security

System Manager Security ensures that the HMC can operate securely in client/server mode.
Servers and clients communicate over the Secure Sockets Layer (SSL) protocol, which
provides server authentication, data encryption, and data integrity. Each System Manager
server has its own private key and a certificate of its public key signed by a certificate
authority (CA) that is trusted by the System Manager clients. The private key and the server
certificate are stored in the server's private key ring file. Each client must have a public key
that contains the certificate of the trusted CA.

A Certificate Authority (CA) is a trusted central administrative entity (a local HMC in this
situation) that can issue digital certificates to clients and servers (HMC4 in Figure 2-11). The
trust in the CA is the foundation of trust in the certificate as a valid credential. A CA uses its
private key to create a digital signature on the certificate that it issues to validate the
certificate's origin. Others, such as System Manager clients, can use the CA certificate's
public key to verify the authenticity of the certificates that the CA issues and signs.

Every digital certificate has a pair of associated cryptographic keys. This pair of keys consists
of a public key and a private key. A public key is part of the owner's digital certificate and is
available for anyone to use. A private key, however, is protected by and available only to the
owner of the key. This limited access ensures that communications that use the key are kept
secure.

The owner of a certificate can use these keys to take advantage of the cryptographic security
features that the keys provide. For example, the certificate owner can use a certificate's
private key to “sign” and encrypt data sent between clients and servers, such as messages,
documents, and code objects. The recipient of the signed object can then use the public key
contained in the signer's certificate to decrypt the signature. Such digital signatures ensure
the reliability of an object's origin and provide a means of checking the integrity of the object.
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A server is an HMC you want to access remotely. In Figure 2-11, HMCs 1, 3, and 4 are
servers. A client is a system from which you want to access other HMCs remotely. In

Figure 2-11, Web-based System Manager Remote Clients A, B, and C, and HMCs 1, 2, and 5
are clients. As shown in Figure 2-11, you can configure multiple servers and clients in your
private and open networks.

An HMC can be in multiple roles simultaneously. For example, an HMC can be a client and a
server like HMC1 in Figure 2-11. An HMC can also be a CA, server, and client at the same

time.

HMCA Web-based System

Manager Remote
Client and Client B

Server
- Client
__--f
T - -

)

Web-based System
Manager Remoie
Client A

’ - Client

HMC4

Server

Certificate
Authority (CA)

'
Internet 4
Client -
R S HMCS
- Remaote HMC
- I
Web-based System Client

Manager Remoie Client C

Figure 2-11 System manager security servers and clients

Each server must have a unique private key and a certificate of its public key signed by a CA
that is trusted by the clients. Each client must have a copy of the CA's public key.
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The following list is an overview of tasks involved in installing and securing the remote client:
1. Configure one HMC as a Certificate Authority (CA).

Use this HMC to generate private keys for the servers.

Install the private keys on the servers.

Configure the servers as secure System Manager servers.

o~ 0N

Distribute the CA's public key to the servers or clients.

Note: Tasks 3 and 5 are completed by copying the keys to diskette and installing them on
the servers or clients.
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HMC overview and planning

This chapter provides an overview of the application functions of the Hardware Management
Console (HMC). We also discuss some of the planning needed to install an HMC. The HMC
can connect to one or two systems to perform various functions, including these:

»

>
>
| 4
>

>

Creating and maintaining a multi-partitioned environment

Running a 5250 console session for each i5/0S partition

Detecting, reporting, and storing changes in hardware conditions

Powering managed systems on and off

Acting as a service focal point for service representatives to determine an appropriate
service strategy and enable the Service Agent to call home to IBM

Activating additional resources on demand

This chapter is divided into the following sections:

vV v VvyVvYyYVvyy

HMC concepts, information, and planning
Server and partition

System manager security

Licensed Internal Code maintenance
HMC management

Service applications
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3.1 HMC concepts and initial setup

The main functions of the HMC are to perform logical partitioning functions, service functions,
and various system management functions. The partitioning functions and some of the
servicing functions, which were previously in the iSeries service tools, will now be performed
by functions in the HMC for partitioned systems. The HMC can be used to manage from one
to two partitioned systems. Other highlights of the HMC are as follows:

» The HMC connects to the managed system or systems via an ethernet LAN connection.
» It runs a Java™ based application running in an embedded OS.
» The user is only able to access the management applications via a GUI interface.

» The HMC can be run remotely via a Web-based System Management Remote Client
running on a Windows based PC or a Linux based PC.

» A virtual console terminal can be configured to run on the HMC for each partition, thus
reducing the need for extra hardware in each partition. One of these console types is
5250.

» We recommend that you configure a second HMC for redundancy. This second HMC
cannot actively manage the same server at this release.

3.1.1 HMC and Service Processor levels, and information sources

When you are preparing to install or maintain your HMC and/or the services processor on the
System i5, you should review the following chart for the corresponding system firmware levels

(Figure 3-1).
System Firmware
Some HMC SF Base | Service Packs Date base
times | release release |level | (SP) first
called level level available
GA7 V5R2 SF240 | 201 2xx 2006 Feb
GA6* V5R1 SF235 |[160 | 180,185 2005 Oct
GA5 V4R5 SF230 |[120 |126, 143,145,150 | 2005 Apr
GA4 V4R5 SF225 |96 2005 Feb
GA3 V4R3 SF222 |71 75, 81 2004 Nov
GA2 V4R2 SF220 |43 45, 48, 49, 51 2004 Aug
GA1 V4R1 SF210 |24 26, 28, 29 2004 Jun
*i5/0S V5R4 minimum firmware support level

Figure 3-1 HMC and System Firmware levels

Here we list some Web sites containing useful information and the most recent levels of the

HMC and System firmware:

» IBM iSeries™ Hardware Management Console Frequently Asked Questions:
http://www-1.ibm.com/support/docview.wss?uid=nas148859a914db132a58625642006003a7&rs=110

» Hardware Management Console:

http://techsupport.services.ibm.com/server/hmc
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» iSeries Recommended Fixes - Server Firmware: Update Policy Set to Operating System:

http://www-912.ibm.com/s_dir/sTkbase.nsf/c32447c09fb9alf186256a6c00504227/604992740f846a
4986256fd3006029b570penDocument

» iSeries Recommended Fixes - Server Firmware: Update Policy Set to HMC:
http://www-912.ibm.com/s_dir/s1kbase.nsf/ibmscdirect/E58D7BBFOEACIA2786256EADO05F54D8

3.1.2 Types of HMC

The HMC runs as an embedded OS on an Intel® based workstation that can be desktop or
rack mounted. The embedded OS and applications take over the whole PC, and no other
applications are allowed to be loaded.

There are some models of HMC that were available for pSeries. These models can be
upgraded to run the HMC code and manage System i5 systems. But they cannot manage
both Power4 and System i5. The upgrade is simply a scratch install of the System i5 HMC
code level.

Whether you opt for a desktop or rack mounted version is personal choice. Customers with
space in their rack mounted systems would probably opt for the rack mounted version with
the slide-away keyboard and screen:

» 7310-C03/04 is a desktop HMC.
» 7310-CR2/3 is rack mounted HMC.

The desktop and rack mounted HMC have a number of standard ports installed USB,
Parallel, and so on.

Desktop HMC

The supported desktop models are the 7310-C03/04, and older versions 7315-C01, C02,
CO03, which can be migrated to System i5 HMC code level. Figure 3-2 shows a picture of the
7310-C083.

([ 4

Figure 3-2 IBM 7310-C03 Hardware Management Console

On the desktop you can connect a keyboard and mouse to either the standard keyboard,
mouse PS/2 style connectors, or to the front side USB ports. You should not use the rear side
USB ports. You cannot connect any other devices to the HMC. Printers are not supported off
the parallel port.
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The desktop HMC can use a number of IBM displays as shown in the e-config. The desktop
HMC does not have to use the monitor shown in the above figure. There is no ability to add
device drivers to the embedded OS. So you should test any proposed OEM display before
running in production.

Rack mounted HMC

The supported rack mounted models are the 7310-CR2/3, the older version 7315-CR2 which
can be migrated to System i5 HMC code. Figure 3-3 shows a picture of the 7310-CRS.

This picture shows the HMC 7310-CR2 system unit as a standard 1 U unit below the
screen/keyboard mounted in a standard 1 U pull-out tray.

The rack mounted HMC does not have standard PS/2 keyboard and mouse ports. You must
order the breakout cable shown in Figure 3-6 on page 51. This cable plugs into the large
connector to the left of the RJ-45 connectors. This breakout cable terminates in a pair of PS/2
style female keyboard and mouse connectors and a display connector. You can then plug in
any standard keyboard or mouse and display.

In Figure 3-3 we have the draw mounted 7316 folding display and slim keyboard. This is a
great choice for a dark machine room, where space is restricted. The displays shown in
e-config do not include the 7316.

Figure 3-3 7310-CR2 rack mounted HMC with pull-out tray

Note: As shown in the graphic above, the 7310-CR2 is the 1 U bottom unit. The pull-out
keyboard and monitor is a separately orderable feature IBM 7316-TF2 1U Flat Panel
Monitor Console Kit.

3.1.3 Initial setup of the HMC
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Depending on the system that is being installed, some of the HMC setup is Customer Set Up
(CSU). The IBM CSR installing the system performs some of the HMC setup steps, and the
customer performs the remainder of the steps. Remember that disk protection configuration
and LPAR configuration are the responsibility of the customer.

When a new system or an upgrade is delivered, it will have a two-page document called
“Start here for hardware”. This document is the starting point for setting up the system and
the HMC. It guides you to use a CD called the “eServer™ Hardware Information Center”,
which will be included with the new system. Alternatively, this same information can be
accessed directly from the Web. This is the preferred method; it contains the most recent
information:

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/index.htm
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The eServer Hardware Information Center guides the user through cabling up the HMC and
then through a checklist to gather information needed to configure the HMC. The information
needed includes:

— Network settings for the HMC. These may include the following items:

e HMC hostname

¢ Domain name

e Enabling DHCP server support on the HMC
e Enabling DHCP client support on the HMC
¢ A gateway IP address

¢ Firewall settings

e Enabling DNS

— Customer contact information, as the HMC will be a service focal point
— Type of connection to connect to the service provider

The Guided Setup wizard guides you through using this information to configure the HMC in
very logical steps. To access the setup wizard and a link to the information center, power on
the cabled up HMC and sign on with user ID Ascroot and a password of abc123. When the
HMC has finished booting up, you will see the Management Environment interface as shown
in Figure 3-4.

Click Information and Setup — Launch the eServer Information to access the Information
Center.

Hardware banagement Cansole - shomefhscroot® ebShdpref Mdanagement EnvironmenttHMCIT |
Console Host Selected  Wiew indow  Help I
=@ | v a|lH
Mavigation Area : HMCD1
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= [ RmcoL : Wit
+ ] 5erver and Partition | HMC Information  Licensed

| Management  Center and Internal Code

+ Syetem Manager Securit
T Sy ) bl Setup Wizard  Maintenance

& Information Certer and Setup Wizard

# [7] Licensed Internal Code Maintenance Iil Ij %
] HME Management /

[ Sendce Applications | Serverand  Service System
| Partition Applications  Manager
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Figure 3-4 The HMC user interface

This System Management environment is divided into two sections. The left hand pane is
called the Navigation Area and the right hand pane is called the Contents Area. In the
example shown, the name given to the HMC is itschmc1. In the following sections, we give an
overview of functions performed under each of the icon headings.

A more detailed description of the guided setup for the HMC is given in Chapter 4, “HMC
Guided Setup” on page 105.
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3.2 Installing the HMC
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In this section we discuss the physical setup of the HMC.

Attention: When installing a new System i5 system, do not power on the system before
connecting it to an HMC. The Server processor (SP) on a System i5 system is a DHCP
client and will search for a DHCP server to obtain its IP address. If no DHCP server can be
found, then the SP will assign a default IP address. If this occurs, you will have to use ASM
to manually change the IP setting of the SP.

Both the desktop and rack mounted HMC models come with the embedded OS, HMC code,
browse, and eServer Hardware Information Center pre-loaded. Therefore, the HMC can be
unpacked and powered up immediately after the networking components are connected.

With a desktop HMC, the additional ethernet LAN card will need to be installed. There is one
embedded ethernet adapter, so with this additional LAN card, we have the standard two HMC
ports. You cannot use the rear side USB ports. Refer to Figure 3-5.

Figure 3-5 Rear view of desktop HMC ports

Figure 3-6 shows part of the rear of the rack mounted HMC system unit. The HMC ports 1
and 2 are located in the center of the image (one ethernet cable is connected). You can also
see the breakout cable, keyboard, display, and mouse.
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Figure 3-6 Rear view of rack mounted HMC ports
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The vertical USB port to the right of the HMC ethernet ports is not available for use.

The HMC 1 and 2 ports on the rear of the HMC system unit connect to the Service Processor
HMC ports 1 and 2. But only one cable should be connected at one time. The service

process would have major problems if both cables were to be connected between the ports.
See Figure 3-7.

Notice that on the rear of the 570, there is a pair of SPCN cables. These are connected to
external towers for power control. SPCN cables are connected in a loop on System i5
systems. In previous iSeries and AS/400 servers, the SPCN cables were always daisy
chained.
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Figure 3-7 Rear of Model 570

Notice the large dark connector on the lower right hand side of the image (below the
right-hand fan). This is the system interconnect port for connecting other 570 nodes.

52 Logical Partitions on System i5



Figure 3-8 shows a closer rear view of a model 570 with the cables identified.

Figure 3-8 Ports on rear of i570

3.3 HMC networking options

When you first install your HMC, you will have a number of networking options available to
you. You will have to decide which types of network are best for your environment. The types
of networking available are:

» Private direct
» Private indirect
» Private and open

Note: The following examples of HMC networking options are only for single SP on i5.

If you plan to connect your HMC to redundant SP(570/595), please see the reference on
redundant SP connection topics, in Chapter 8, “HMC duplication and redundancy” on
page 245.

3.3.1 Private direct networking

Private direct networking is an ethernet connect between port HMC 1 on the HMC and port
HMC 1 on the System i5 system. When you are making this connection, you do not need an
ethernet cross-over; a standard Ethernet cable will work. The network is provided by the
HMC, DHCP serving, DNS, and Firewall. These components can be established by the tasks
included in the Guided Setup wizard. See Figure 3-9.
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Figure 3-9 Private direct networking

If you need to make changes to the network, these can be done manually within the HMC
interface.

3.3.2 Private indirect networking
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A private indirect network shown in Figure 3-10 is effectively the same as private network, but
the signals pass through one or many hubs/switches. In Figure 3-10 we show two servers
connected to a hub and two HMCs connected to the same hub/switch.

DHCP
Client

g DHCP

08M00 Linux
-
i Server ]

Figure 3-10 HMC with indirect network attach

One HMC is connected to IBM Service and Support. This HMC is actively managing both the
servers. The second HMC is connected but redundant, in that it is not actively managing
either of the servers, unless you are at GA2 level of HMC/SP.

We do not have any recommendation for the type of hub or switch that can be used in this
arrangement. We would suggest that the customer connects the HMC directly to start, and
then installs the network devices once they are confident with the HMC operation and
management.
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3.3.3 Private and open networking

As there are two network connections on an HMC, you can connect it to both a private
network and a public network. The HMC shown in Figure 3-11 is the DHCP server to the
indirect connected servers.

- Additional local HMC

DHCP
Client

Local HMC

oHep  /
Server

B
-

Remote HMC

& pDHcP
HMC Client DHCR
Firewall Client .

= Web based System
: Manager Remote Client

Internet

Figure 3-11 HMC connect to both private and public networks

There is also a connection to the local public network as a DHCP client. In this network we
have Web-based System Management Remote Clients (WSMRC) and a remote HMC. This
arrangement is probably the style most large customers would choose. The “main” HMC is
located in the dark machine room. The remote HMC and WSMRC could be located in the
bridge or IT department for operational use.

3.3.4 Open networking

One could choose to install both the HMC and the Service process ports onto a public
network. This would mean that the network connection from the HMC to the Service
Processor is part of the normal public network traffic and subject to these constraints. We
would not recommend this type of network connection, and there is no obvious reason to
install your HMC this way.

3.3.5 Working with HMC in open networks

To configure an HMC in an open network, you must provide it with the public network
information, Domain name, DCHP server, and DNS server. You must also provide the
Service Processor with a static IP address in the network. You can work with the Service
Processor IP addresses from the Advanced System Manager interface.
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3.4 Initial tour of the desktop

You will now be viewing the HMC desktop as shown in Figure 3-12.
The desktop comprises the following components:

Fluxbox desktop. This is a standard Linux desktop supplied with the embedded OS. There
is a task bar at the bottom of the Fluxbox desktop.

HMC Window. This panel displays the HMC Management Environment. As shown in
Figure 3-12, a managed server has been discovered, but the right-hand navigation bar has
not been expanded.

With the mouse, right-click the desktop to reveal a selection panel. This panel allows you to
select and start emulators, the HMC console, and browser sessions.

nagement C -/h

ef /Management Environmel MCOT EE ’—

Console Host Selected  Wiew Window Help

=@ | v w|HEEHHE

Navigation Area {| HMco1

= @ Management Environmeg [:] g ﬂ I:]
[ HMco1 6/~

HMC Information Licensed Server and
Management Center and Internal Cace  Partition
Setup Wizard  Maintenance

H 0w

Senice Systerm
Applications  Manager
Security

Objects shown 0 Hidden. 0 Objects selected. |hscruul - HMCO1

ement EnviranmentHMCO1

Task Bar

Figure 3-12 Fluxbox Desktop

3.4.1 Terminal menu
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Here we discuss the items on the Terminal menu.

rcshell (or restricted shell): This is a command line interface. You can enter the LPAR
migration command (see Chapter 9, “Migration of existing LPAR profiles to HMC” on
page 251, and for other HMC commands, see Appendix A, “HMC command list” on

page 473). While this is a Linux command line, you have a very restricted set of available
commands you can use.
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ibm5250 (5250 Emulator): This is a 5250 emulator session that can be used as the console
session for any i5/0S partition you choose to connect to it. You should be aware that a limited
number of 5250 emulation sessions should be started. The performance of the HMC could be
degraded by starting too many sessions. All sessions traverse the same private LAN and this

has limited bandwidth. See Figure 3-13.
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Server and
Fartitian

rshterm
ibImE2E0

Figure 3-13 Fluxbox Terminals menu selection

3.4.2 Net menu

Here we describe the items on the Net menu.

Flhaxbox-0:9.4 Terminals

Opera Browser: This provides a standard browser for accessing the embedded Information
Center, the Information Center, and the World Wide Web. See Figure 3-14.
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Figure 3-14 Fluxbox Net menu selection
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3.4.3 Lock menu
Here we describe the items on the Lock menu.
Lock menu option: This locks the HMC console session. To return to the HMC console, you

will need to supply the user ID and password that were used to initiate the previous session.
The locked out session is expecting the user ID and password of the previously logged in

user. See Figure 3-15.
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Figure 3-15 Fluxbox Lock menu selection

3.4.4 Shutting down or logging off the HMC
Here we show you how to log off the HMC console and correctly shut down:

1. Select the “console” from the top pull down menu. In this menu you can add and remove
hosts, change the desktop theme and fonts, start an rshterm, or exit from the HMC, as

shown in Figure 3-16.
2. Click Exit and the confirmation/menu panel appears. See Figure 3-16.
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If you click Exit Mow, you can choose to logout, reboot
or halt the console, but you will not be able to return
to the consale without logging in again. Click Cancel
Exit to return to the console now.

You are about to exit Hardware Management Console.

[¥] Save the state of the consale far the next session

| Exit Now || Cancel Exit H

Figure 3-16 Exit the HMC console

3. Click Exit, and you are presented with a pull down menu that has Logout as default
(Figure 3-17).

Exiting-Hardwarehianagement Console

f You are exiting the Hardware Management Console. Select from the Tollowing exit optio
| LogaLit

This aption will logout the user and return ta the login panel.

Figure 3-17 Exit HMC

4. Click the pull down arrow. You will see the three options, Shutdown, Reboot, and Logout.
See Figure 3-18. To shut down the HMC, highlight Shutdown Console.

Exiting-Hare

i You are exiting the Hardware Management Console. Select from the following exit options.

|L|:|g|:|ut -

Feboot Console
Logout

Figure 3-18 Exit pull down menu
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5. Click OK. See Figure 3-19.

Exiting Hardware MManagement Cansale

f You are exiting the Hardware Management Console. Select from the following exit options.

|Shutduwn Console v|

Thiz aption will perfarm a shutdown of the consale..

Figure 3-19 Accept shutdown
The HMC will now shut down.

Next we discuss the basic functions and terminology of the HMC.

3.5 Server and partition
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If an @server i5 is to be partitioned, then an HMC is needed to create and manage the
partitions. The partition configurations are implemented using profiles that are created on the
HMC and that are stored on the HMC and on the service processor. A profile defines a
configuration setup for a managed system or partition. The HMC allows you to create multiple
profiles for each managed system or partition. You can then use the profiles you have created
to start a managed system or partition with a particular configuration. There are two types of
profiles, a partition profile and a system profile.

Partition profiles

A partition does not actually own any resources until it is activated. The resources that are
specified for the partition are stored in the partition profile. One partition can have multiple
profiles, and which partition profile is activated depends on what resources the partition will
use. Only one partition profile can be active at a time for a partition.

For example, one partition profile may be configured to use 3 processors, 6 gigabytes of
memory, and I/O slots 6, 7, 11, and 12 on a particular bus. At another time you may want to
activate this same partition using 1 processor, 2 gigabytes of memory, and the same 1/0
slots. This will obviously have an impact on the total system resources, so careful planning
and a clear understanding of the total system resources are required.

An example of multiple partitions needing to share the same slots might be a shared tape
drive IOA and IOP.

Partition profiles are not affected when you use the dynamic logical partitioning feature to
move resources from one partition to another. This means if you dynamically move a
processor or some memory into a partition, then the partition profile will not be updated to
reflect that change, and the next time the partition is powered off/on, it will revert back to the
configuration as it was created in the partition profile. Any I/O resources that are dynamically
moved out of a partition to another one, will stay with that partition even if the original owning
partition is powered off and back on. The partition will not try to take back the I/O resource
during the power off and power on in this partition, if it has already been allocated to another
partition.
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System profiles

Using the HMC, you can create and activate often-used collections of predefined partition
profiles. This list of predefined partition profiles is called a system profile. The system profile
is an ordered list of partitions and the profile to be activated for each partition. The system
profile is referred to when the whole system is powered off and back on. Depending on which

system profile is chosen when the system is powered on, this will determine how the system
resources will be allocated out to each partition.

For example, a company may want to switch from using 12 partitions to using only 4. This
would mean deactivating the 12 partitions and then activating a different system profile that
defines only 4 partition profiles. So the process of partition activation is grouped to one task.

With this concept of profiles in mind, we will now look at the functions available under the
server and partition icon.

3.5.1 Managed system properties

If the server management icon in Figure 3-20 is expanded as shown in Figure 3-20, the
contents pane shows that, in this example, we have one system (R5-595i) being managed by

this HMC.
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Figure 3-20 Server and partition starting point

The managed system name is R5-595i. Notice that there is no plus sign next to the
“Partitions” object; this managed system has had no partitions defined. The next few screen
captures show the information that is available in properties for the system R5-595i.

To access the Properties panel, right-click R5-595i — Properties.

An alternative method to access the same information is: Click R5-595i — Selected —
Properties.
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System properties - General
These properties relate to general information about the server.

The Name of the processor is a shipped value that can be user defined. The Serial Number
and Type/Model are fixed by manufacturing. Type/Model may be changed by an MES
upgrade.

State is the value shown on the overview panel and indicates the current server status.
Possible values for “State” are shown in Table 3-1.

Table 3-1 Possible values for State

Value Description

Operating The server is initialized and is working.

Power off The server is powered off.

Initializing The server is powered on and is initializing. The initialization time

may vary depending on the hardware and the partition
configuration of the server.

Pending authentication

The system is waiting for the password to be authenticated.

Failed authentication

The service processor password is not synchronized with the
HMC password

Error

The operating system or the hardware of the managed system is
experiencing errors.

Error - Terminated

Power On, dump in progress.

CoD Click to Accept

Power On, operational and waiting for CUoD. Click to Accept.

Powering Off

Power Off in progress.

Standby The managed system is powered on using the Power on Standby
option. It will stay in this state until a partition or system profile is
activated. You can create and modify profiles while the managed
system is in this state.

Incomplete The HMC failed to get all the information from the managed

system.

No connection

The HMC is not connected or the handshake with the managed
system failed.

Recovery

The save area in the Service Processor is not synchronized with
the HMC.

The service processor version is an important value and should be checked against the
current supported level when the server is shipped. Service processor levels should be
maintained on a regular basis.

Maximum number of partitions (254) is just an indication of the maximum. The true number of
partitions a model can be capable of depends on the number of processors and the amount
of resources available to create partitions.
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The value of Service Partition displays the name of the service partition if one has been
allocated. In our example, we have not yet created a partition, so a service partition has be
assigned. A service partition is an i5/0OS partition that has been designated to report and
monitor errors when the HMC undergoing maintenance or is not available. If there are
updates that affect the service processor, they will be in the form of MHxxxx PFTs. If your
HMC is not available and you want to apply these PTFs, you must use the ASM interface to
change the update policy from HMC managed to i5/0S managed. On an System i5 system
only, an i5/0OS partition can be a Service Partition. On a p5 server, either an AlX or a Linux
partition can be a service partition.

The Power Off policy check box does exactly what it says. If checked, the server will power
down after all the partitions are powered off. See Figure 3-21.
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Figure 3-21 Managed system - General properties

Some of the information is obvious, but the Service processor version and service partition
are new concepts. Depending on the model of the @server, the four capabilities will be listed
in the bottom pane and may be true or false. The four capabilities are:

» CoD capable. True if the managed system has capacity upgrade on demand capabilities.
» 0S400 capable. True when the managed server is capable of running OS400:

— Processor capable. True when the managed server has CoD enabled and processors
are available.

— Memory capable. True when the managed system has CoD enabled and memory is
available.
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See Figure 3-22 for an example of managed system IPL properties.
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Figure 3-22 Managed system - IPL properties

The Power On parameters tab (Figure 3-22) shows information related to how the partition
will be booted up or powered on. The drop down boxes for Power On have the following
options:

>

Keylock position — Normal or Manual. These are the same condition states as the
existing 8xx or earlier model keylock states.

Power-on type — Fast or slow. This indicates how the system will boot up and whether it
will IPL the full partition hardware or not. Fast can be a very speedy IPL, a few minutes.

Power-on option — standby. This is an important condition and allows the server to power
on without starting or sensing the bus structure. When migrating LPAR configs, you must
start in standby and have no new hardware attached, or you will lose your LPAR bus

i5/0S IPL source — A, B, C, D. Again, these are the same as the existing i5/0S IPL
states, A (permanently applied PTFs), B (temporary applied PTFs), C (service mode), and

>
>
numbering.
S
D (IPL from external media, CD, DVD etc.).
» AIX/Linux boot mode — normal.
»

Advanced options — show or hide by clicking radio buttons. This will then display the
following additional information.
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» The following three attributes reflect physical hardware boot conditions, not the partition:

— Power-on type — permanent or temporary; these are similar to the i5/0S IPL A and B
values.

— Power-on speed — fast or slow; this indicates how much hardware/microcode
checking is done during IPL.

— Power-on speed overrides — fast or slow; indicates how many hardware diagnostics
are carried out during the power-on phase.

System Properties - Processors

Figure 3-23 shows a very useful informational panel. This is where you can see how all of the
system processors are allocated. You can also see how the processors are configured,
dedicated, or shared.

%mé Details of the managed system's processors are below.
Installed processing units: &4.00
Deconfigured processing units: 0.00
Ayailable processing units: 32.00
Configurahle processing units: 22.00
Minimurm number of processing units per virtual processaor: 0,10
Maximum number of shared processor pools: 1

Partition Processor Usage

Fartitian narme Frocessing units Mode
iSosl 1e.00 Dedicated

[ ok || cancel || Hew |2

Figure 3-23 Managed system - Processor properties

The processor properties page shows the total number of available processors on the system
which are the unassigned processors that are available. The configureable processors are
those that are already configured in partitions and include all the possible processors on the
system, including any Capacity Upgrade on Demand (CoD) processors not currently
implemented. The total available processor units is the number of processors on the
managed system, excluding any CUoD processors not implemented, times the minimum
processor units per processor.

The Processor usage pane shows how the processors are currently divided up across the
partitions. As we have no partitions created on the example server, there are no values in this
area.
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System Properties - 10 resources
When expanded, Figure 3-24 shows the I/O resources across the managed system.

The example shown has two units or frames, a 5094 expansion tower, and a 5088 10
expansion tower. Unit 5094 contains bus 23 to 25. We have not shown the buses in the other
unit. The cards in the card slots are shown as the generic card types. For example, card slot
CO05 in bus 25 contains a PCI 1/O controller and the type indicates that this is a #2844 card.
Note that the slots/cards are unassigned, as they are not currently being used by a partition.

| 'R5-5951" Property Dialog i

f General rPower—On Parameters rProcessors If0 [ Memory rReference Code r HCA |
Physical [jO
etailed below are the physical 10 resources for the managed system.
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Slot C13 Empty slot - Unassigned Unassigned -
Slot C14 PCIIfO Pr... Unassigned Unassigned 2844-001 Oadadels
Slot C15 PCl Fibre ... Unassigned Unassigned 2787-001 Oadadfof
@ 3= Bus 12
@3 Bus 11
@ 3 Unit USO88.001.DMZ12 -
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Maximum wirtual LARNs per port: 22
[ ok || cancel || Hew |7

Figure 3-24 Managed system - I/O slot properties

The Hypervisor (Figure 3-25) is code that runs on the managed system and allows the three
operating systems (AlX, i5/0S, and Linux) to run on the one physical system. The Hypervisor
will only report the Custom Card Identification Number (CCIN), if it can recognize the card.
Certain cards need a driver loaded into the card for it to report the CCIN number, and hence
they may not report it to the Hypervisor. For i5/0S partitions, a rack configuration listing will
still be able to be run from the partition to display the I/O resources and their CCIN numbers.
An example of a CCIN number is 2849, which is the CCIN for a 10/100 ethernet card. This is
important to note for that partition.

The I/O slot view will only drill down to the card slot positions. It will not show any I/O attached
to the cards in the slots, and hence will not show any disk drives, tapes drives, CDs, or DVDs.
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Important: When planning to partition a new system that has no operating system on it, or
when adding new hardware to an existing system, this new hardware will initially only be
seen by the HMC, and the IO resources pane will only show a view of the hardware down
to the card slot positions.

Therefore, if you need a more comprehensive view of the 1/0O resources showing where the
disk drives, tape drives, CDs, or DVDs are, prior to loading an operating system, then you
may have to consider drawing a diagram of the system showing the locations.

Our suggestion is to always use the LVT and supplement it with a sketch of the system.
You could photocopy out the system layouts from the i5 System Builder. Fill in the
locations of the devices and indicate to which partition they are allocated.

Once the partition is created and the OS is loaded, hardware assigned to that partition can be
viewed from hardware management programs.

The column labelled Pool ID designates the 1/0 pool that the card slot is assigned to. The I/O
pools are used in conjunction with clustering and allow systems in the same cluster to pool
their I/0O in a common pool. See Figure 3-25.

Eth1

Figure 3-25 Hypervisor runs under the partitions
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System Properties - Memory resources

The memory properties are shown in Figure 3-26. The available memory is the unassigned
memory that is available to allocate to partitions.The configureable memory is the total
amount of memory on the managed system.

The memory region size determines the smallest increments in which the memory can be
allocated to a partition. There is a minimum amount of memory that must be allocated to a
partition for it to be able to run, and this will be either 128 MB or 256 MB depending on the
value that has been set for the maximum memory to be used in a partition. Any increase in
the memory size over this minimum would be done in increments of 16 MB, if the memory
region size was 16 MB as shown in Figure 3-26. The bottom pane shows the amount of
memory allocated to each partition.

rGeneraI |/P0wer—0n Parameters |/Pr0cessors IfC [ Memo Reference Code rHCA |

Details of the managed systern's memory are listed below.

Installed memaory 11524336 MB
Deconfigured memaory. 0 ME
Awailable memary 10485504 ME
Configurable memaory. 10485760 ME
Memaory region size: 128 MB
Current memory available for partition usage : 10485504 MB

Partition Memory Usage

Partition name Amoaount of memany (ME)
051 20608

ok || cancer || Hew |2

Figure 3-26 Memory resources display
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System Properties - System Reference Codes (SRCs)

The tab under properties shows the SRCs for the managed system (Figure 3-27).

This will show up to the last 25 System Reference Codes (SRC) as reported through the
Hypervisor to the HMC. There is an option to show the details of each of these SRCs.

The pull down list allows the user to change the number of the SRC history to be displayed.
Highlighting a particular SRC code and selecting “Details” will display more information on the
code, when available.

R5-595i" Property Dialog

f General rPower—On Parameters rProcessors If0 | Memory rReference Code r HCA |

The current reference code is displayed below. Ta display the reference code
histary, select the numkber of entries 1o retriewve below.

Eeference Code Mumber Eeference Code
0 GEO2568474850216033014203777772

Wiew histaory ; 0w Details

15
25

[ ok || cancel || Hew |7

Figure 3-27 Managed system SRC panel
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System Properties - Highlight a Host Channel Adapter (HCA)
The last tab under properties shows the HCA for the managed system (Figure 3-28). This
page will highlight and display the channel adapter’s current partition usage.

( General | Power-On Parameters | Frocessors | /O | Mermory | Reference Code | HCA |

Highlight a Host Channel Adapter in the table below to display the
adapter's current partition usage.

Physical location GUIDs in use GUIDs availakble HMC Managed
U8406-5 1H-EMULAT OR-H1-X2-N1 0 g Yes
U9406-5 IH-EMULAT OR-HZ -¥2-N1 0 g Yes
U9406-5 IH-EMULAT OR-H2-X2-N1 o] g Yes
U9406-5 IH-EMULAT OR-H4-X2-N1 0 g Yes

- Logical Partition usage

Laogical Partition GUID Index | GUID Capahility

[ ok || cancel || Hew |7

Figure 3-28 Managed system HCA panel
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3.5.2 Other system-wide options

In this section we look at the other options that are available system-wide by right-clicking the
managed system name. Figure 3-29 shows the other options.

sole Server Management Selected  Wiew Window Help

=@ 9| v|E%EN Y EHEE

1

igation Area N Server and Partition: Server Management

;) Management Emdronment Iaj : p ! |Operator Fanel Yalue
= Properties

Sl |:| hmcOL.ibm.com | = 2 : g GEOZ56E47485021603301420377777
: Reset Or Remove Connection

= 7] Server and Partition == 5

D Frame Management Manage On Demand Activations » 422228464081441228
i server Management Power Off Managed System
oystem Manager Security | | Disconnect Another HMC
{& Information Center and Setup Wizard : Profile Data i S646
B ] Licensed Internal Code Maintenance : Rebuild Managed Systerm
HMC Code Update Update Managed System Password
@ Licensed Internal Code Updates : Waorkload Management Groups
] HMC Management Add Managed Systemn(s)

] Senice Applications

4

Ready |6 Objects shown 0 Hidden. 1 Object selected. hscroot - hmc01

Figure 3-29 System wide functions

The following list provides information on each selection:
» The properties selection has already been discussed in previous sections of this chapter.

» Reset or Remove connection — This task works on the actual server itself. If for some
reason the server and the HMC lose contact, a Reset would attempt to restore contact.
A Remove would remove the managed server from this HMC sphere of operation.

An example of a where a Reset might be used is if the HMC and server were placed on a
public network and this network failed. When the network was restored, the HMC detail
would probably say “No connection”. You would use a Reset to attempt to recover.

An example of a Remove might be if an HMC was no longer required to control a server,
if the HMC was a redundant HMC controlling an additional server, while the “normal” HMC
was unavailable for a short period. Once the normal server returned to service, you would
use the Remove to delete the managed server information from the redundant HMC.
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» The Create option is taken to create a new logical partition. This is covered in detail in
Chapter 5, “Partition creation using the HMC” on page 139.

» The Capacity on demand option is provided as the management panels for the CoD
function.

» The power off option will power off the entire managed system, which includes all the
partitions. This option needs to be used with caution.

Very Important: Powering off an i5/0S partition from the HMC should only be used if all
other options fail.

You should use the Power Down System (PWRDWNSYS) command from i5/0S. The
Power Off partition or Power Off server options in HMC are equivalent to Function 8 or
hitting the white power button twice on an existing 8xx server. This will not allow the server
to shut down in an orderly manner.

You should be especially careful if you have integrated Windows servers. The time to shut
down the Windows server™ must be taken into account when you power down the
system. There is a new Network Server Description parameter in i5/0S V5R3 Shut Down
Timer (SHUTDTIMO) that specifies how much time Windows servers are give to power
down. This tries to prevent you powering down the server to quickly and causing the
integrated Windows servers to crash.

» Disconnecting another HMC forces a second HMC to release its lock on the server. See
Figure 3-30.

The following Hardware Management Consoles hawve a lock on the
Managed wstem. To force an HMC 1o release its [ock, select it from
the list below and click Ok,

M ocelType*5erial Hostname IP Address

Cancel Help ?

Figure 3-30 Disconnect another HMC
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» Profile data is the system profile, logical partition, and partition profile information for the
managed server that is highlighted. Within this option, you can:

— Initialize all the profile data, which deletes all existing profile data.
— Restore the profile data file if it has been lost or damaged (see Figure 3-31):

¢ Full restore from selected backup
e Backup priority — merge current profile and backup
* Managed system priority — merge current profile and backup

Frofile Data Restare f;

Select a profile backup file from which to restore the managed =sysiem's
profile data. Then select a restore option.

File Marme Backup Time
hackupFile | 2004-07-19 12:08:05.0

- FEestore Options
CH Full restore from the selected backup file
) Backup priority —— merge current profile and backup

] Managed systerm priority —— merge current profile and backup

O Cancel Help  |[?

Figure 3-31 Restore profile data
— Back up profile data to disk.
— Remove profile data, selectively delete profile information.

» The option to rebuild the managed system is used to refresh the managed system
information. Rebuilding the managed system is useful when the system's state indicator in
the Contents area is shown as Recovery. The Recovery indicator signifies that the
partition and profile data stored in the managed system must be refreshed.

» Update managed system password. This is the password that you would use to log onto
the ASM interface. The pre-defined ids and default passwords are:

— Admin / admin
— General / general

You may have already been prompted to change these.
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3.5.3 Available partition options
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We have covered the functions that are available from a system wide perspective; now we
take a look at the functions available at a partition level. To show the functions available for
each partition, right-click the partition.

Alternatively, select the i5/0S partition and then right-click to see the options available as
shown in Figure 3-32.

[aETH AT E TR A UTIS U = STIUTTR TS LTy SIVL TR Fividridy
ple Server Management Selected View Window Help ol
% e O
0| v B%ENEEE
igation Area : Server and Partition: Server Management
Management Emviranment Mame State ]Operator Panel Value
[ wrmcoliom.com = 0 rs-595i Operating £8025684748502 L6033014203777772
B 7 Server and Fartition 1 =B e
: Properties
|:| Frame Management : = - 26B63255436034587
: Create 4

|] Server Management
% Shstem Manager Security
iﬂ Information Center and Setup Wizard

Dwnamic Logical Partitioning »
Open shared 5250 console
‘fn RS Open dedicated 5250 consaole

5646

Bl ] Licensed Internal Code Maintenance : Restart Partition
HMC Code Update Shut Down Partition

@ Licensed Internal Code Updates
7 HMC Management
[ Service Applications

Add Managed Systemis)

hscroot - hmc01

eady |6 Objects shown 0 Hidden. 1 Object selected.

Figure 3-32 Functions available on a partition

Many of the windows under properties are self explanatory, so only windows with new
functions or terminology will be discussed.

Create Partition Profile
Use this option to create an additional profile over the selected partition.
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Work with Dynamic Logical Partitioning Resources

This takes you to further selections as shown in Figure 3-33. These allow you to work with 10,
processor, memory, and virtual adapter resources.

o
= E 00| vIE%E N EEE
vigation Area : Server and Partition: Server Management
Q Management Emviranment Mame State Operator Panel Yalue
= [ hrcolibm.com = 0 rs-595i Operating £8025684748502 1603301420377777
B 7 Server and Fartition 1 =B
: Properties
|:| Frame Management : = C_reate F201684745320311835732726583
Server Management : o . s
%S“ e ergsecum § B Dynamic Logical Partitioning  » | prysical Adapter Resources b | agg
Y5 . g Y . o Open shared 5250 console Processar Resources > M ramme
iﬁ Ir?formatmn Center and Set.up Wizard : RS Open dedicated 5250 console iy Pasauess N M_o\re
= El |censed Internal Code Maintenance Restart Partition Vinual Adapter Resources >
HMC Code Update

Shut Down Partition

@ Licensed Internal Code Updates
7 HMC Management
[ Service Applications

Add Managed Systemis)

Figure 3-33 Dynamic Logical Partitioning selections

You have the option to add, remove, or move resources with the exception of Virtual
Adapters, where you can only add or remove adapters.

Open Terminal Window
This selection allows you to start a 5250 terminal session with a managed server.

On the HMC, highlight the partition that you want to access. Then right-click the prompt
selection menu that looks like Figure 3-34, and shows where you can select a 5250 console
session.

Cansole Server Management Selected Yiew Window Help o ¥

K a
= e 0| 5% E s s EHE |
Navigation Area : Server and Partition: Server Management [
Q Management Emiranme | Marme |State |0peratur Panel Va|
=[] hmcolibm.com = [} rRs-595i Operating
B s of Partit SR o
= 5r\;er =4 M art L Froperties 422
rarme Manag e y

|] Server Manag

+ %System Manager

& Information Cent

+ ] Licensed Internal

-l L] HMC Manageme
ﬂm HMZ Users

HMC Configu

- 7] Sence Applicati

B, Tervice Agent

& Remaote Suppg

| DEEN

Dwnamic Logical Partitioning »
EE] Open shared 5250 consaole
Open dedicated 5250 console 4241885286431
Festant Partition
Shut Down Partition

Add Managed Systemi(s)

[ »

Figure 3-34 Open 5250 Console with HMC
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You can choose Open shared 5250 console or Open dedicated 5250 console. Figure 3-35
shows you an example to select Open dedicated 5250 console.

Si-i50s1 - 179

Command Edit  Option Control Help

HHMC Femote 5250 Console Partition Selection
HHMC: hmcO1 Swystem: R5-595

Type option, press Enter.
1=Connect dedicated
2=Conrect shared

S=Show Details

Eeference Use

Option  Partition Partition State Code Count Console Status
- 1: 150s1 Funming FE7le588 0 Cannec ting
FS=Refresh Flz=Cancel

OO0 Unexpected error occured - contact serwvice

1 khmc01 .9 bm . com B dll 11/5

Figure 3-35 Open 5250 dedicated Console

You may need to wait a short time until the console status shows Connecting, then the
sign on screen prompts as shown in Figure 3-36.

Sign On

System . . . . . : RCHAS55
Subsystem . . . . : QINTER
Display . . . . . : QPADEVOOOF

User . . . . o o v v v 0o

Password . . . . . . . . . ...

Program/procedure .

Menu

Current library .

(C) COPYRIGHT IBM CORP. 1980, 2003.

Figure 3-36 5250 console-sign on screen
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Figure 3-37 shows where you select Open shared 5250 console.

Console Server Management Selected  Wiew Window Help

El'e|@ & »: |EH|H) EH

Mavigation Area Server and Partition: Server Management

Q Management Emdronmer®| | Name |State |Operat0r Panel ‘a

= [ hmcol.ibm.com = [} rs-595i Operating

B 7 Zerver and Partiti [ Eflpesisions
Froperties

Create
Dwnamic Logical Partitioning
Open shared 5250 console

iﬂ Information Cente Open dedicated 3250 console
[ Licensed Internal Restart Partition

& ] HMC Managemen Shut Down Partition
B HMC Users -
HMC Configur
E ] Senvice Applicatio
4, Sendce Agent
& Remote Suppos

D Frame Manag G078E58118151
|] Server Manag

Systemm Manager

4241885286431

Add Managed System(s)

ol [ C

|6 Objects shown 0 Hidden. |1 Object selected. hscroot - hme01

Figure 3-37 Open shared 5250 console

After you select Open shared 5250 console, the next panel prompts as shown in

Figure 3-38, asking you to enter the session key, then press Enter.

Command Ecdit Option Control Help

HHC Remote 5250 Console Session Key
HHMZ: hmcO1  System: R5-535i Partition: 1

& session key is required for working with an existing
session or when creating & new session.

Enter your session key:

Werify your session key:

Flz2=Cancel

1 kmcOl . bm . com B il 1275

Figure 3-38 Open HMC 5250 share console -enter session key
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Then a panel like the one in Figure 3-39 shows the shared 5250 console connection status.
You may need to wait a short time until the console status shows Connecting, then the sign

on screen prompts as shown in Figure 3-36 on page 76. In Figure 3-39 you can press F12 if
you want to cancel the sign on.

Command  Edit  Option Control Help

HMC Femote 5250 Console Partition Selection
HMZ: hmcO1 System: RE5-5957

Type option, press Enter.
1=Conrect dedicated
2=Connect shared

S=5how Details

Feference Use

Option Partition Partition State Code Count Console Status
- 1: 45051 Funning 027010561 0O Unknown
FS=Fefresh Flz=Cancel

00T Unexpected error occured - contact serwice

1 hm=01 .9 bm . com ® dl 11/5

Figure 3-39 Open HMC share console

Then the next panel prompts as shown in Figure 3-40; it shows management system status.

Commzhd  Edit  Option  Control Helgp

HHMC Remote 5250 Console System Selection
HHMCZ: hmc01

Select one of the following and press Enter:

Option  System Mame Type Mocde Serial State
1 R5-595i 9406 595 S95TCEC Operating
z R5-5950 9119 =l S9LPCEC Power OfT

System. o

F5=Refresh

1 hme01 . kbm . com E dl Z1/12

Figure 3-40 Open 5250 console-cancel
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In this panel you can select Command — New 5250 to open another 5250 console.
Figure 3-41 shows an example to open a new 5250 session.

Commznc I Edit Option Control Help
Mew 5250, .. HME Remote 5250 Console System Selection
Exit 5250 HMC: hmc01
Select ane of the Tollowing and press Enter:
Option Swystem Mame Tywpe Model Serial State
1 R5-5951 2408 595 S9ETCEC Operating
2 R5-595p o119 595 SQLPCEC Power OFfF
System: o
FS=Refresh
1 hmc01 G bm . com 3 & dl 21412

Figure 3-41 Open shared 5250 console a new session

Then the next panel prompts as shown in Figure 3-42, asking for a new 5250 host name.
Enter the name and press OK.

Enter new 5250 host name.

II’nmch Cikm. com

(] 4 |

Cancel] |

Figure 3-42 Open shared 5250 console -new 5250 host name
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Then the next panel prompts as shown in Figure 3-43, asking for the HMC userid and
password to open a new 5250 session.

Command Edit Option Control Help
HMC Eemote 5250 Console Sighn on
Enter wour HMC userid and password
User:
Password:
F3=Exit Flz=Cancel
2 hmcO1 .9 kbm. com S dl 1045

Figure 3-43 Open shared 5250 console -HMC user ID and password

After you have entered a valid HMC user ID and password, then the next panel, which looks
like Figure 3-44, shows a management server on another window. Select the management
system that you want to access, then press Enter.

PE® Q| ¥E]

ation Area

mgement Environme
mcalibm.com

[l Server and Partit
|:| Frame Manadg

|] Eer\rer Manag Select one of the

Command  Edit  Option  Control Help

@Svstem Manager Command  Edit  Option  Control Help
‘g Information Cent Option  System Name HMC Femote 5250 Console System Selection
. 1 HHC: hmcO1
[l Licensed Internal é Eg‘gg? e
REEEY
anageme elect one of the owing and press Enter:
[ HMC M sel T the followi o E
{m HMC Users
% HMC Configu Option  System Name Type Model Serial State
] sence Applicati 1 RS5-5351 9408 595 S95ICEC  Operating
& Service Agent 2 R5-595p 9119 595 S9SPCEC Power OFfF
eriCe en
& Remote Supp)
&, Serv
System: |:|_
F5=Refresh
1 hmc01 . ibm. com
System: o

Figure 3-44 Open shared 5250 console new session
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Then the next panel, which looks like Figure 3-45, shows session connection status. You may

need to wait a short time until the console status shows Connecting, then the sign on screen

prompts as shown in Figure 3-36 on page 76.

PE® D

ation Area

Rgement Emdronme
mcdlibm.com

EEE

Command  Edit Option

Contral

[l Server and Partit
|:| Frame Manadg

|] Eer\rer Manadg

HHC Remote 5250 Cons

Select one of the

ole System Selection

@S\a\stem Manager Command Edit Option Control Help
ﬁ}lnfornqaﬂon Cent Option  System Name HMC Remote 5250 Console Partition Sg1ect10n
1] Licensed Internal 1 R5-595i HHC: hmcO1 System: R5-5957
H R5-535p
] HMC Manageme Type option, press Enter.
1=Connect dedicated
HMC Users
ﬁﬁ . Z=Connect shared
@ HMC Configu 3=Show Details
[l Servce Applicati
. Reference lse
& Sence Agent Option Partition Partition State Code Count Console Status
ﬁ Remaote Supp| - 1: 5051 Funning 786160165 0 Unknown
4, Sarvice Focal _ 2: iGos2 Running =1} u] Urikrniown
System: [L
F5=Refresh
1 hmc01 . ibm. com
Fa=Exit F5=Refresh Flz=Cancel
2 hnc01 b, com b dl 1145

Figure 3-45 Open HMC shared 5250 session-connection status

Next, Figure 3-46 shows opening multi-5250 consoles or terminal sessions. The session’s
title is named as follows: “management server name-partition name-partition number -
hardware feature: A/B/C (the sequence of partition 5250 session)”. For example:

R5-5951-15051-1*9406-595*595ICEC: A

Note: The title’s names are the same as before version 4.5
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Command Edit Option Control

HHC Remote 5250 Console Partition Selection
HMZ: hmcO1 System: R5-5957

Type option, press Enter.
1=Connect dedicated

Z=Connect shared Command Edit Option Control Help
3=Show Details
HHC Remote 5250 Console Partition Selection
HMZ: hmcO1 System: R5-5957
Option Partition Pal s
1: iSosl =0 Type option, press Enter.
1=Connect dedicated
Z=Conhect shared Command  Ecit  Option Contral
3=Show Details HHC Remote 5250 Console System Selection
HHC: hmcOl
Option  Partition P4 . .
i > iSos2 =y Select one of the following and press Enter:
Option  System Name Type Model Serial State
D 1 R5-5951 9406 585 S9SICEC Operating
2 R5-595p 9119 595 S9SPCEC Power 0T
F5=Refresh Fiz=Cancel
00FF Unexpected error occured
1 hmc01 . ibm. com
FE=Refresh [F1z=tancel
00FF Unexpected error occure
1 hmc01 . ibm . com
System: __

Figure 3-46 Open HMC multi-5250 sessions

The following steps show you another way to access 5250 screen. In the HMC desktop,
right-click the prompt menu, then select Terminal — IBM5250. Figure 3-47 shows an
example to open a 5250 terminal.

le Server Management

=0 2| [E]%Ea s

| &

Server and Partition: Server Management

gation Area :

| Name |State |Operat0r Panel Va|
= [ rs-595i Operating

hagement Environme
hmcGl.ibm.com

[ Server and Partitig B ER Pantitions
|:| Frame Managd = m iosl Funning O573IBE0Z2373510
|] Server Manags defa

% Swstem Manager § EE System Profiles

\35 Infarmation Cente c’ﬂ R5-535p Paower Off 4241885286431

7] Licensed Internal
[ HMC Managemen

ﬁm HMC Users

BB HMC Configurs
[ Service Applicatio
4, Senvce Agent
@ Femate Sup

Figure 3-47 Open 5250 Terminal
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Then the next panel prompts as shown in Figure 3-48, asking you to set up a 5250 session.

Figure 3-48 Open 5250Terminal -setup

You can select Preferences — 5250 as in Figure 3-49, to check the preference parameters.

Figure 3-49 Open 5250 Terminal -setup preference
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Then the next panel prompts as shown in Figure 3-50. You can change it or use the default
value, then click OK.

Figure 3-50 Open 5250Terminal - setup preference parameters

In Figure 3-48 on page 83, select Connection — New, then the next panel prompts as shown
in Figure 3-51. Enter the Connection Description and correct i5/0S Host Name or IP
Addpress, then click OK.

Figure 3-51 Open 5250Terminal setup connection
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Then the next panel, which looks like Figure 3-52, shows a new connection added.

Connection Preferences Cpticons Help

User Connections

Figure 3-52 Open 5250Terminal new connection

Then, highlight the connection and select Connection — connect from the menu.
Figure 3-53 shows an example to select a connection.

gpnnectionl Preferences Options Help

| Hew. .. ctri+nf

Edit. .. ctr1+E'_
Browse... Ctrl+B

Copy... Ctrl+C

Connect

Bemove. .. Ctrl+H

Exit CEr1+W

Figure 3-53 Open 5250Terminal connect

Then the sign on screen prompts as shown in Figure 3-36 on page 76.
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Restart Partition

As explained in the text shown in Figure 3-54, this option should only be used with caution.
Restarting a partition will result in an abnormal IPL of i5/0S, which is not what you want to do.
Only use this option if all else fails, or under the direction of Support personnel.

As the text goes on to explain, this would primarily be used for an i5/0S hang situation.
Again, this is something that does not happen often, and would result in a call to Support for
assistance before using this option on a production system.

start Partition

Choose one of the options below to restart the selected logical partitions.

For i% f05 logical partitions, use this window anly if »ou cannot restart the
i% fO5 logical partition from the command line of the operating swsterm.
Uzing this window 1o restart an iS fO5 logical partition will result in an
abnaormal IPL.

Festart Options
1 Dump Initiate a main storage or system memaory cump on
- the logical partition and restart the lagical partition
when camplete.
0 Immediate :  Festarnt the logical partition as guickly as possible,
: without natifying the logical partitian.
@ Dump Retpy ; FEINY 3 MAain storage or system memory dump for the
= logical partition and restart the logical partitions when
complete.

Selected partitions far restart

FPartition 1D Fartition Marme
1 iZosl

4]

ok || cancel || Hep |?]

Figure 3-54 Restart partition selections
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Shut Down Partition

This option is equivalent to a power failure (or pulling the power plug) on the server, or as if

the partition were a separate server, experiencing a power failure.

When you select this option, you are presented with a selection panel as shown in

Figure 3-55, and this offers similar options to those available with the Power Down System

command — Delayed and Immediate power down:

» Delayed shut down — Shuts the system down in a predetermined time. If the partition
has not shut down during the time period, the shut down will occur anyway and cause the

next IPL to be classified as abnormal.

»

Immediate shut down — Shuts the system down but does not allow any time for safe
shut down of tasks and services, and is equivalent to a power failure. This option will result

in an abnormal IPL.

Again, these options are only to be used in emergency. They do not replace the i5/0S

commands.

A\

Choose one of the shutdown options below to power off the selected
|ogical partitions.

For i% f05 logical partitions, use this swincow anly it wou cannot shut down
the i% /05 lagical partition fram the camimand line of the aperating

Shut Down Parttions ~ =~ |—

system. Using this window to shut down an (505 logical partition will
result in an abnormal IPL.

Shutdowen Options
@ Delayed;  >hut down the logical partition by starting the delayed

power-off Secuence.

(1 Imrmediate: 2hut down the logical partition as quicklhy as possible,
- without notifving the logical partitions.

Selected partitions for shutdowmn

Partition Marme

Fartition I
iSosl

1

ok || cancet || Hew |7

Figure 3-55 Shutting down a partition
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Partition properties - General tab

This provides basic information about the operating system running in the partition and its
current state, as we can see in Figure 3-56. You can see the partition ID and profile name.
You can also see that the partition is running i5/0S and the version — in our example, the OS
version is depicted as a series of zeroes (0s).

You can display the general properties by selecting the partition and right clicking the
partition.

Parition Propedies faost @ hmcia b com = = r;ﬁ

Ceneral | Hardware |/Virtual Ardapters |/Settings rOther rREference Code

m Partition Properties

Mame : izosl
D : 1
Ervdrantment : im 05
State Funning
Artention LED : Off

Resource configuration @ Configured

05 wersion ! 000000
Current profile : perfile 1
Sstem S406-53575 a5 |CEC

ok || cancel || Hep |7

Figure 3-56 Partition properties general tab
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Partition properties - Hardware tab

Under the Hardware tab, the slot level detail can be drilled down to by clicking the “twistie” on
the left hand side of the pane. This is similar to the i5/0S options to display hardware

resources. But it does not go down to the detail of device level, for example, no disks are
displayed. You must manually view the disk or look in the OS running on the system. See

Figure 3-57.

Fatition Propetties Production-&-HCH

Hardware Code |
The tahle below details the current 1/ 0 usage for this partition.
Curremnt |F'|:u:u| I Type - Mo, | Serial Mumber
¢ O
@ 2 Unit U5 094 001, -
@ = Bus 23
250t 11 PCII/O Processor Unassigned 2844 - 001 17170c0c
Slot C12 PCI-X Ultra RAID... Unassigned 2747 - 001 17170b0b
Slot C12 Empty slot Unassighed
Slot C14  PCI 1Gbps Ether.. Inassigned 5701 - 001 17170e0e
------ Slot C15  Storage controller Unassigned 5702 - 001 17170f0f
S I b
Arvanced...
ok || cancel || Hew |7

Figure 3-57 Partition properties tab - hardware 10 view
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Hardware 10 - Advanced options button
By clicking the Advanced Options button, you will see the panel shown in Figure 3-58.

The 10 pool options will allow the devices selected to participate in a switchable configuration.

[FCorFools

The |j2 Pools list displays the current If O poaol participation. IF
applicable, wou can add pool IDs to this list aor remowe pool [Ds
from this list.

Vilhen wou add pool IDs to the I[fO Pools list, wou can either select an
existing pool D ar enter a new poal D into 10 pools to add.

1fi Pools

Mumber of ;0 pools allowed ;1

I/0 pools to add: ) [~ | acd

If0 Fools || Eemowe |

ok || cancel || Hep |?|

Figure 3-58 Partition properties - hardware 10, advanced
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Partition properties - Processors and Memory
The panel displayed in Figure 3-59 shows a similar panel to the System properties, and
shows the resources associated with the partition being viewed.

In the panel shown, we have created this partition as shared. The shared partition indicator is
showing “enabled”.

The resources can only be viewed, they cannot be changed or deleted. You would need to
use the DLPAR functions to add or reduce the processing or memory.

fI;O ITPrncESSDrS and Memary |

Processing

Minimum Maximum Current

Processors : 1 4 2

Allow idle processors to be shared : Enabled

[ Allowy shared processing pool utilization authority

Memary

Detailed below are this partition's memory allocation settings.

Minimum Maxirmum Current
Memory settings : 0 GE 256 ME 6 GE 0 ME 2 GE 0 ME
ok || cancet || Hep |7

Figure 3-59 Partition properties - hardware processors and memory
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Partition properties - virtual devices
There are three tabs within this panel, virtual ethernet, virtual serial, and virtual SCSI. The
panel shown in Figure 3-60 is the general panel. Any adapter type configured will be shown.

r 0 Yirtual Adapters ce Code |
tion The tabs below detail the virtual adapter slots this partition has configured.
wge
M Number of virtual adapter slots: 2
[]5e
i EEE:!
B < SlotiD | Type |Supports HMC Client | Rermate Partiton ID | Rernate Slot 1D
1 Inf 1 Server Yes
L 0 Server Yes
[ H
[]5e

Figure 3-60 Virtual Serial display

If you select any of the radio buttons (ethernet, serial, or SCSI) you can add or remove
adapters.
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In Figure 3-61 you can also see that we have selected the first serial adapter and displayed its
properties. You can change the access/usage of the virtual port.

Logical Pardition Profile Properties

L3

al1fo |

- Wirtual acapters
Number of virtual adapters: *
TR |T\.-pe . 4545450484949
0 Server Serial |0 Virual Serial Adapter Propetiies =
1 Server Serial
[ virtual Serial |
Slot number:
Adapter Ty — —— S—— —
Celete @® Sen
- Create adapters r Connection rmation
@ Ethernet @ HMC and any remote partition and slot can connect
) Serial ‘ ) Any remote partition and slot can connect
[ ) Only selected remmote parition and slot can connect
mote partitio: [ [~]
1 | Re e partition virtu it number: |:|
3 Objects shown 0 Hidden. 1 Object sele
—_— QK | | Cancel | | Help

Figure 3-61 Virtual Adapter properties
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In Figure 3-62 we have added an ethernet adapter by selecting the ethernet radio button and
then clicking the Create button.

[ wirtual Ij0 |

Witual Ethernet adapter Propetties

[ Wirtual Ethernet

4 Detailed be

Slot number; * 2
%irtual acd Port virtual LAN ID; * 1

[_] Trunk adapter

Siot Mumd [ |EEE 802.10Q compatible adapter i 54

0
1

Delete

Create ad | OK || Cancel || Help "7|

T B
Figure 3-62 Add virtual ethernet adapter

Once you have clicked the OK button, you will be returned to the Virtual Adapters main panel,
(Figure 3-63) and the new virtual ethernet adapter will have been added.

alue
Q Mana Yirtual adapters
= [ Hf
=
Slot Mumfber Twpe p 4543
* % 0 Server Serial
i 1 Server Serial
B 2 Ethernet
]
7 [

Delete Froperties...

Figure 3-63 Virtual ethernet added

This function is equivalent to the iNav VLAN panel in the physical system properties or the
green screen VLAN selection panel in the SST Configure Logical Partitions function. Neither
of these functions is available on an System i5 system. These functions are still available on
other servers that support i5/0S V5R3 and logical partitioning.
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The panel shown in Figure 3-64 is how VLAN was configured on 8xx servers. Simply clicking
the check boxes with the same number on two or more partitions creates a virtual LAN
connection between the partitions.

General | Virtial LAR }
This systarm Suppors gl LAkl communication betwe e
partitions. Selectthe vidual LANs vou wantthis partition to use.

The numbered coldmmns (damify e virlal LANs. Fattions
selected within a vitual LAN dwrmbersd columnd are able fo
carmmunicate with each other using that vidual LA,

Fartitions | 10 |

o1 ]z2]z|4]s]s]r]=
Priraty oM F F OO OOQOE
s01b 1 F W OO OO OLEC
Azl . I A I I A B A A B
Lifx M C OO0 0O DO0O@O-O
Kl | 1|

ok | cancel | Hen |7]

Figure 3-64 (0OS/400 Virtual Lan configuration on 8xx servers

If the LPAR migration tool is used to move partition configuration information from a 8xx

server to a new System i5 system, the VLAN information will be migrated along with the
partition information.
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Partition properties - Settings

The Settings panel is where the IPL source, keylock, and automatic reboot functions can be
set. This is the functionality that used to be performed by the primary partition on the earlier
implementations of partitioning. This panel reinforces the fact that there is no longer a
concept of a primary partition. The HMC performs these functions on the new System i5
system. See Figure 3-65.

- Parition Properties 505 @ hmciiibmcom

(General rHardware r\f'ir‘tuaIAdamers settings | Other rReference Code |

Boot

IPL source : B -
Kewiock position Marmal -

Autornatically start with managed systemn : Disabled

Service and Support

Connection monitoring :  Disabled

Service partition setting : Disabled

Tagged If0

E Load source : US0s4 001, 1077717-B22-C12 [ PCI-x Ultra FAID Dizk Controller
Alternate restart device
Consale : Slat 1 f virtual 10
Alternate console

Qperations Console direct ;

[ ok || cancer || Hew |2

Figure 3-65 Partition properties Settings tab

Partition properties - Other

When we view the Misc. (Miscellaneous) tab, we are shown current information on Work
Load Management groups, Power Controlling partitions, and Communications.

There are no Work Load Management groups (WLM) are currently defined. If they were
defined, they could provide an alert function for possible system problems or out of band
conditions. At present these will only alert a user ID. In the future they could make system
decisions and dynamically change resources. See Figure 3-66.
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Padition Properties - 15057 @ hmc03 ibm.com

fGeneraI rHardware |/\r’inua| Adapters rSettings Other | Reference Code |

Workload Management

% Fartition workload group @ 22769

Mewe partition workload group : ﬂ

Power Controlling Partitions

e

== Maximum pawer cantralling partitions :

Partition 1D Partition Mame

Communication
g:g High Speed Link { HSL ) OptiConnect poal @ o

YWirtual OptiConnect pool : [u]

[ ok || cancer || Hew |2

Figure 3-66 Partition properties miscellaneous tab

The HSL opticonnect and virtual opticonnect are the same as implemented in previous
versions of partitioning; the power controlling partition is a new concept.

The power controlling partition is used in the context of i5/0OS partitions hosting Linux. An
i5/0S partition can host the console and the disk for the Linux partition and hence needs to
control the power for the hosted Linux partition. This panel shows the Linux partitions for
which this i5/0S partition is the power controlling partition.

3.5.4 HMC configuration
Click HMC Management — HMC Configuration.

This option allows you to perform the following configuration functions for the HMC:

Customize console date and time.

View console events.

Customize network settings.

Test network connectivity.

Schedule operations.

Enable or disable remote command execution.
Enable or disable remote virtual terminal.
Change current locale.
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Customize date and time
You use this option to change the date and time and the time zone.

View console events
This is a log that allows you to view recent HMC activity. Each event is time stamped and the
events that are logged include:

When a partition is activated.
When a system is powered on.
When a user logs on.

When a partition is shut down.

vyvyyy

Customize network settings

Like the date and time option, the network settings would have been set up when the guided
setup wizard was run. This option allows you to display or change those network settings if
you need to, due to network changes. The network settings that can be displayed or changed
include:

» Hostname and domain name for the HMC.
» Whether the HMC will run on a private or public network.
» Media speed.

» Whether the HMC will run as a DHCP server. This would be when the HMC is on a private
network.

» Whether the HMC will run as a DHCP client. This could apply if the HMC was on a public
network and it wasn’t assigned a static address.

» Firewall (filter) settings to filter applications that can access the HMC. For example, you
may want only certain clients to have webSM access to the HMC so they could be allowed
access by their IP address.

» Whether the HMC is DNS enabled or not.
» Routing information, including a default gateway address.

Test network connectivity

This option allows the HMC to “ping” a TCPIP address to check for connectivity between the
HMC and another host on the network.

Schedule operations

This option allows you to schedule a backup of the HMC critical data. You can schedule the
backup to occur once or on a repeated schedule. You have the option to repeat the backup
hourly, daily, weekly, or monthly. The critical data that is backed up is the same as that
described in 6.8, “Licensed Internal Code Updates” on page 211.

Note: Only the most recent backup image is stored at any time on the DVD-RAM.

Logical Partitions on System i5



Enable or disable remote command execution

This option allows you to enable or disable the ability to run remote commands to the HMC
from a remote client using the SSH protocol. PUTTY would be an example of a remote client
using the SSH protocol. The commands that can be executed are restricted.

Enable or disable remote virtual terminal

This option allows you to enable or disable the ability to run a remote virtual terminal on the
HMC. An example would be using a 5250 client on a remote PC to access a OS400 partition.
The remote client connects to the HMC by using the HMC'’s IP address. Multiple remote 5250
virtual terminals can be connected to the one partition. At the same time, care should be
taken, as commands typed on one virtual terminal will display on the other terminals
connected to the same partition. This function is useful for remote support.

Change current locale
This option allows you to change the locale (language) used by the HMC. The default is a US
English locale. Some of the other optional languages available are:

» Spanish
French
Hungarian
Japanese
Italian
Russian
Slovak
German
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Note that in some languages, certain words and phases may not translate. Locale can be
changed at any time and only requires an HMC reboot.

3.6 Service applications

The service applications are used to service the managed systems from a central point. The
applications are divided into four options, as follows:

Problem determination
Inventory Scout services
Service focal point
Remote service

vvyyy

3.6.1 Problem determination

The problem determination option allows the service support organization to view the HMC
internal code and determine how to fix a software problem. Only service support personnel
can access this option.
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3.6.2 Inventory Scout services

The Inventory Scout is a tool that surveys managed systems for hardware and software
information. Inventory Scout provides an automatic configuration mechanism and eliminates
the need for you to manually reconfigure Inventory Scout Services. Depending on the levels
of your HMC and partition software, you might be required to manually configure partitions
that you create in order to perform Inventory Scout tasks.

The Inventory Scout collects the Vital Product Data (VPD) from the hardware resources in the
managed system or systems that the HMC is managing. For the Inventory Scout to collect all
the information accurately, all the managed system partitions must be active. The Inventory
Scout collects information such as a resource type and serial number, its part number, its
operational status, and other VPD, depending on the resource type.

This VPD is sent weekly to a database at IBM by a scheduled job. The initial collection of data
will send all collected VPD, but any subsequent transmission will only send what has
changed since the last transmission to IBM. The information sent to IBM is a valuable aid for
IBM Remote Technical Support personel when solving problems on the managed systems,
as they will have an accurate profile of what the resources are on the system without having
to connect to the system.

There are three options available under Inventory Scout services:

» Inventory Scout profile configuration
» Collect VPD information
» Restart inventory scout daemon

Inventory Scout profile configuration

Running this option runs a wizard which guides you through setting up the Inventory Scout
profile. This should only be needed to run if the initial setup wizard for the HMC was not run or
if a new AIX partition has been created since the initial setup wizard was run on the HMC.

» Collect VPD information — This collects the VPD to diskette if required.
» Restart inventory scout daemon — Option to restart the inventory scout daemon.

3.6.3 Service Focal Point
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The Service Focal Point application is used to help the service representative diagnose and
repair problems on partitioned systems. Service representatives use the HMC as the starting
point for all service issues. The HVIC groups various system management issues at one
control point, allowing service representatives to use the Service Focal Point application to
determine an appropriate service strategy.

Traditional service strategies become more complicated in a partitioned environment. Each
partition runs on its own, unaware that other partitions exist on the same system. If one
partition reports an error for a shared resource, such as a managed system power supply,
other active partitions report the same error. The Service Focal Point application enables
service representatives to avoid long lists of repetitive call-home information by recognizing
that these errors repeat, and by filtering them into one error code.

The options available under Service Focal Point are as follows:

» Repair serviceable event
Manage serviceable events
Install/add/remove hardware
Replace parts

Service utilities

vvyyy
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Repair serviceable event

This option allows the user or the service representative to view a serviceable event and then
initiate a repair against that service event.

In the following paragraphs, we give an example of the steps taken to view an event and
initiate a repair.

Click Service Focal Point —» Repair Serviceable Event and select the managed system
(in Figure 3-67 the system name is called “Unknown”).

Select Failing
The table below lists systems with open serviceable events,
Select a system and press OF 1o see the associated serviceatile events.

Diescription Machine type-modelfzerial
Unknown 122-1111/00000001

Figure 3-67 Example of selecting a managed system with a serviceable event

To view the serviceable event, highlight the managed system and click OK.

Figure 3-68 shows an example of a serviceable event.

Selected

This list shows all serviceable ewvents that match your selection criteria. Each ewent is grouped with all errors that are
associated with that event. Use the menu bar atbbove to perform actions an the serdceakle event.

Prnb...| PMH...| Earliest reported time... |Latest reported time...| Machine name | Enclosure MTMS|Status |Ermrtext
1 12/17/2002 17:24:25  12/1772002 17:24... The CEC 123-1111j0... Open Pl Problem

B I

| Wiew Search Criteria | Cancel H Help ”'-'|

Figure 3-68 An example of a serviceable event

To look at the details of the serviceable event, highlight the serviceable event, then click
Selected — View details.

The Serviceable Event Details panel opens, showing extended serviceable event information,
including the following values:

» Status.

» Earliest original time stamp of any managed object.

» i5/0S or AlX error log ID (The Linux system error log does not place entries into Service
Focal Point.)

» Should this error ever get called home?
» Error was called home.

» Pointer to extended error-data collection on the HMC.
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The window’s lower table displays all of the errors associated with the selected serviceable
event. The information is shown in the following sequence:

» Failing device system name
» Failing device machine type/model/serial

» Error class

» Descriptive error text

» Details

To initiate a repair on the serviceable event, highlight the serviceable event, click Selected —
Repair.

This allows you to select the search criteria to view the serviceable events that fit the search
criteria:

Click View Search Criteria.

Figure 3-69 shows the possible search criteria that can be changed. The term MTMS stands
for Machine Type Machine Serial. An example would be 9406-12345.

SErV1ceable EVENT 22arch LFE1terla
Following are the selection criteria for the senviceable ewants
WL are wiewing, Onbky ewents that meet all the criteria are
displayed.
Ewent criteria

Serviceable ewant status: AlLL

Froblem number: ALL

Error criteria

Systermn MTMS: 123-111170 .
Enclosure MTMS: ALL
Fystem reference coce: AlL
Mumber of days 10 view: ALL

Field-F.eplaceable Unit (FRU) criteria
Fart numhber: ALL
Lacation codea: AlLL

Close || Help H?|

Figure 3-69 An example of a serviceable event search criteria panel

The selection fields allow you to narrow down which particular serviceable event you want to
look at. If in doubt, leave the defaults, and the serviceable events will be listed in
chronological order.

Manage Serviceable Event
This option is very similar to the last option (repair serviceable events).

Click Manage Serviceable Event.

The first panel that comes up is the same as Figure 3-69, which is the search criteria panel.
This will display one or several serviceable events, depending on your search criteria.
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Figure 3-70 shows the options that are available for a serviceable event.

Highlight a service event, and click Selected.

o Serviceable Event Overview

selected |

view Details pable events that match your selection criteria. Each event is grouped with all ern
Repair syeht. Use the menu bar above to perform actions on the serviceable event

Call Home Earliest reported timest... |Latest re... |Machine name Enclosure MTMS
Manage Problem Data [12/18/2003 12:03:04 12/18f2.. The CEC 123-1111/000000
Close Event

Figure 3-70 Options available to manage a serviceable event

The view option and repair option have been covered in the section on repair serviceable
events. The three extra options are:

» Call home. You can force the HMC to report the serviceable event to IBM.

» Manage problem data. This option allows you to view, save to DVD, or call home to IBM,
data associated with the serviceable event. The particular data is selectable from a drop
down menu and includes dumps, logs, PTF listings, etc.

» Close event. This option allows you to close a serviceable event with comments and the
name of the person closing the event.

Note: You must close a serviceable event after it has been serviced to ensure that if a
similar error is reported later, it is called home. If an old problem remains open, the new
similar problem is reported as a duplicate. Duplicate errors are neither reported nor
called home to a service center. Close a serviceable event when the partition that
reports the error is active. Closing the event causes the new status of the serviceable
event to be correctly sent to the partition.

Install/add/remove/hardware

This option guides the user or service personnel through the steps to install, add, or remove
hardware.

Exchange parts
This option guides the user or service personnel through the steps to replace a failed part.

Service utilities
There are a number of utilities available under this option. To select a utility:

Highlight the managed system, click Selected, and select one of the available utilities. The
available utilities are as follows:

» Create serviceable event. This is a good option to report a problem that has not been
created automatically. You write a description of the problem and click Request service,
which will dial home to IBM and report the problem. There is also an option to test
automatic problem reporting which will transmit a test problem to IBM to test the
connection to IBM.

» Launch ASM menu. Use this option to access the service processor menus via a browser
interface.
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» Manage Dumps. Use this option to show any dumps associated with a service event. You
can save them to DVD, send them to IBM or delete them.

» Edit MTMS. Use this option to modify the MTMS or the configuration ID of a selected
enclosure.

» System attention LED. Use this option to look at the status of a system or partition system
attention LED. You can select to turn off the attention LED.

» Identify LED processing. Use this option to turn on or off the identify LED for a selected
enclosure or a selected enclosure’s FRUSs.

» Lamp test. Use this option to blink the LEDs in a selected system.

Another option within the service utilities is the ability to change the LAN “health check”
settings. LAN “health check” is a function that allows for the LAN on which the HMC is running
can be monitored. If the LAN that the HMC is on, fails, then the i5/0S partition that is
designated as the service partition will wait a specified amount of time, then call home to IBM
to report the problem. The settings for determining when a service call will be placed for the
LAN failure can be set as follows. Click Service utilities — Highlight the managed

system — Actions — Surveillance settings.

The settings that can be changed are:

» Number of disconnected minutes considered an outage.
» Number of connected minutes considered a recovery.
» Number of minutes between outages considered a new incident.

If the initial guided setup wizard for the HMC was run, then these settings would have already
been set up.

3.6.4 Remote support
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Remote support enables connectivity to IBM from the HMC and to the HMC from IBM. The
Remote Support Facility (RSF) must to be enabled to allow Service Agent (SA) to connect to
IBM to transmit the inventory of the managed system to IBM. Enabling remote support also
allows for the reporting of problems to IBM via the HMC. Remote support must be enabled if
IBM needs to connect to the HMC for remote servicing. This remote servicing is always
initiated from the managed system end rather than the IBM end for security reasons.

The options available for remote support are as follows:

» Customer information. Used to enter the customer contact information such as address,
phone numbers, contact person.

» Outbound connectivity settings. The information required to make a connection to IBM
from the HMC for problem reporting and Service Agent inventory transmissions.

» Inbound connectivity settings. The information needed for IBM to connect to the HMC for
remote service.

» E-mail settings. This option is used to set a notification by E-mail when the HMC reports a
problem to IBM. The user defines what E-mail address will receive the natification.

» Remote support requests.

» Remote connections.
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HMC Guided Setup

This chapter provides an overview of the Guided Setup function included in the Information
Center component of the HMC. This chapter is divided into the following sections:

Guided Setup planning and checklist
» User ids and authority

» HMC Networking setup

» HMC Service setup

v
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4.1 HMC Guided Setup

The HMC Guided Setup wizard guides you through the main tasks needed to help you set up

and tailor the many functions of the HMC. The wizard will launch automatically the first time
the HMC is started. Using this wizard is the simplest way to configure your HMC.

Before using the Guided Setup wizard, you must understand the main concepts of HMC and
decide which functions are relevant to your environment. The Guided Setup will enable you to

configure the following functions:
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Set date and time.
Change the passwords of the predefined user IDs for hscroot and root.
Create new user IDs.
Configure network settings.
Customer contact information for support and services.
Configure connectivity for service-related activities.
Configure Service Focal Point.

Use the planning checklist below to help you prepare ahead of time.

4.1.1 HMC Guided Setup wizard checklist

Table 4-1 is a checklist of information that should be collected before the HMC installation and

setup tasks are carried out.

Table 4-1 Guided Setup checklist

Task

Description

Comment

HMC code level

Help pull down - About
HMC

Service processor code level

ASMi menu, configuration

HMC language locale

HMC configuration

Locale and time zone

Where HMC will reside

HMC ids/passwords

hscroot and root

HMC roles

Set up task authority

HMC network configuration

Whether you want private
or public network

Domain, DNS, IP address range

Get network administrator
involved

Ethernet adapter configuration

Review installed adapters

Service connection type

Dialup, VPN, or passthru

Service provider information

IBM id, modem numbers

HMC backup — media

Buy DVD-RAM disks

HMC backup — networked

Locate suitable network
drive
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4.1.2 Using the Guided Setup wizard

This section walks you through an example of setting up an HMC via the Guided Setup
wizard. Ensure that you have completed the HMC Guided Setup wizard checklist before
continuing with the next section.

Important: If you cancel or exit the Guided Setup wizard at any time before you click the
Finish button, all your inputs will be lost.

Once you have been through the Guided Setup wizard, you cannot “rerun” this function.
Any adjustments to setup will need to be made through normal HMC functions.

Set up the language locale

Before you start the Guide Setup wizard, you should decide whether you want to use the
wizard and/or the HMC in one of the 28 supported languages or the default of US English.
When you change the locale for the HMC, the help text also changes to the new language
selected.

Figure 4-1 shows how to change the language locale. Once you accept the new locale, you
must reboot the HMC, but you do not have to shut down.

Console HMC Configuration  Selecied Wiew iinclow  Help

G=E@ D

MNavigation Area

Q Management Enviranment .
= [ Hmco1 :
[l 5erver and Fartitiol :
T System Manager St ni_ML@euro Dutch(S0-8859-15)
@ Information Center| : : pt_BR.  Brazilian Portuguese(|S0-855 94
7 Licensed Intarnal q 5 CZ Czech(30-8853-2)
H [ HMC Management . ko KR K.nreqn_(EUC—l.(R)
Em HMC U : zh_CH  aimplified Chinese(CBE23 123
A ST zh_TW Tracitional Chinese(gIGs)
HMC Configuraf : Unsupported Locale
) . N Maore Information
] Senvice Application| |

e Date and Time

Command Execution

le Remote Virtual Terminal

Change Current Locale

Figure 4-1 Change the language locale
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Figure 4-2 shows the HMC with the first panel of the Guided Setup wizard in French.

Console  Informations/Configuration  “clectionne  Affichage  Fenétre  Aide b

= E @ D

1

Zone de navigation

5] Q Emvironnement de gestion
=[] HMco1
] Serveur et partition
%Sécurité Web-based System Manager
;ﬂ Centre d'aide et d'information, assistal :
] Maintenance du microcode sous licenc
B 7] Gestion de la console HMC :
() Utilisareurs HMC
Configuration de la console HW C
] Applications de service

4E
I@-|Prét

This wizard helps wou set up wour new systerm and
complete all the tasks in the order they are presen|
properties for an akbject to make changes.

M odification ce la date et de I'heure de la console HWC
Modification des mots de paszse

Craation d'utilizateurs HMC supplémentaires
Configuration des parametres réseau

Spécification des informations sur le contact
Configuration des information de connectivité
Autorisation des utilisateurs a emplover I'agent Electronic Service A
lies aux incidents

Configuration ce la surveillance des connexions pour les interrupti

Figure 4-2 HMC Guided Setup with French locale

You can flip-flop between language locales at anytime, but you must reboot the HMC. If you
use this function and cannot read the language, you must just remember where the change

locale option is located.

Note: You can change the locale to Japanese, but you cannot enter information in DBCS.
In some languages, not all words are translated.

Launching the Guided Setup wizard

The Guided Setup wizard should launch automatically when you first start the HMC.
However, the wizard can also be launched from the HMC desktop by using the following

steps:

1. Login in to the HMC with the default system administrator user ID Ascroot and the

password abcl23.

In the Navigation area, click Information Center and Setup Wizard.

In the Contents area, click Launch the Guided Setup Wizard as shown in Figure 4-3.
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Console Infofsetup Selecied Wiew  Window  Help 2[4

Mavigation Area |

localhostlocaldomain: Information Center and Setup Wizard

=} @ Management Environment
=] E localhost. localdomain | ¢
HELERELEYE Information Center and Setup Wizard

[ Licensed Internal Cof

I HMC Management :

[ service Applications
%S\y\stem Manager Sec

& Information Center -

Launch the

Launch the

1 |
I@-IReady I I Ihscmot - localhost
Figure 4-3 HMC Guided Setup

4. The Guided Setup Wizard Welcome page appears (Figure 4-4). Click Next to continue
with the wizard.

This wizard helps wou set up waur new system and the HMC, To successfully set up wour system and HMC,
camplete all the tasks in the arder they are presented. After wou complete this wizard, wou can use the
properties for an object to make changes.

Change HMC Date and Time.

Change HMC passwords

Create additional HMC users

Configure HMC network settings

Specify cantact information

Configure connectivity information

Authaorize users to use Electranic Service Agent and configure notification of praoblem ewvents

B | Back | | Mext | | Finish | | Cancel
Figure 4-4 HMC Guided setup welcome page
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5. On the Guided Setup wizard - Change HMC Date and Time panel (Figure 4-5 on
page 110), enter the correct date/time and time zone for your environment. This is typically
the time zone of the server, assuming the HMC is local to the machine. For remote
machines, you must decide which is the correct time zone for your environment.

¥ou can change the date, time and time zaone of the HMC. Changing these settings does not affect the
syetems and logical partitions the HMC manages. The time setting will automatically be adjusted for
dadight sawings time in the time zaone wou select.

Mote: Changes to the time zone do not take effect until the wizard has been completed.

Date:; Apr 27, 2005]4
Time: 3:03:38 PM|-2]

Time zone: | AmericafChicago -
[AmericafChicago =
AmericafChihuahua ||
[AmericafCordoba L]

AmericafCosta_Rica
AmericafCuiaba
AmericafCuracao
AmericafDanmarkshawn
[AmericafDawsan

Ll

) |2l gk ][ nex | [ cancel |

Figure 4-5 HMC Guided setup - Time and date setting

Click Next to continue with the Guided Setup wizard.
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6. The Guided Setup Wizard - Change hscroot Password panel is now displayed as shown
in Figure 4-6. Enter the current Ascroot password (normally this should be the default
password of abci23) and then the new password you would like. The hscroot user ID is

the i5/0S QSECOFR equivalent profile for the HMC, this user ID has full rights to all
functions available on the HMC.

('~ & ¥ou need to change the predefined passward for the default user |D of hscroat. The ariginal password is
i published in the documentation. For sign-on security, it needs to be changed immediately.

Enter the new password.

User [D: hscroot

Mew password:  [Treeee |
Fe-type new passwaord:  |[FFeeeer
Fole: hmcsuperadmin
?
Help D | Back | Mext Cancel

Figure 4-6 Guided Setup wizard - Change hscroot password

You should change the hscroot id’s default password of abc123, as most of the HMC
documentation refers to this password and poses a security risk to your environment.

Click Next to continue with the Guided Setup wizard.
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7. The Change root Password panel is now displayed as shown in Figure 4-7. The root user
ID is used by the authorized service provider to perform maintenance procedures and
cannot be used to directly log in to the HMC. Enter the current root password (normally
this should be the default password of passw0rd - where 0 is the number zero rather than
the letter o. Enter the new password you would like for the root user ID.

You need to change the predefined password for the default user |D of root. The ariginal password is
published in the documentation.  For security reasons, it needs to be changed immediately. The root user
ID cannot be used to log in to the cansale, but it may be needed in situations where adwvanced support
services are required for your HMC,

Enter the new password.

User D root

Mew passward: FrrEEEE
Fe-type new passwaord:  |[FFeeeer

ME | Back I Mext ’W

Figure 4-7 Guided Setup wizard - Change root password

Click Next to continue with the Guided Setup wizard.
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8. The Create additional HMC users panel is now shown (see Figure 4-8). You can now
optionally create new HMC users at this stage. In our example, we decided to create a
new hscoper user ID with a role of hmcopertor to allow our operation staff access to HMC
and work with partitions. See 7.3, “HMC User Management” on page 238 for further
information on creating users and their roles.

You can also skip this section and create users manually later on if you prefer.

Optionally, you can create additional HMC users. Enter the user login name and the
. password twice. Select a role for this user. A user can have only one role. To
continue without creating a new user, click Next.

User [D:

User name: hscoper

Mew password: FrrEEEE

Re-type new password: *******l
Roles:

hmiservicerep

hmoviewear

hmcoperatar

hmcpe

hmcsuperadmin

Help ||T|| Back || Next | Cancel |

Figure 4-8 Guided Setup wizard - Create additional HMC Users

Click Next to continue with the Guided Setup wizard.

9. The Guided Setup wizard - Create additional HMC users panel will appear (see
Figure 4-9).

) Yes, I'd like to create another user.

i Mo,

MB | Eack || Mext | ’W

Figure 4-9 Guided Setup wizard - Create more additional HMC Users

If you need to create more additional users, then select the Yes radio button, otherwise
select No and click Next to continue.
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10.This completes the first part of the Guide Setup wizard. The Guided Setup - The Next
Steps panel is displayed (see Figure 4-10).

Giided Setup¥
You have completed the following:
Set date and time

Change the passwords of the predefined user IDs
Create new user IDs

Mext, you will do the following ¢available locally only):

Configure network settings
To complete the configuration of network settings, you may need to obtain
certain information from your network administrator, if you haven't already.

Click Help for a list of the information you need to gather. This task is
available from the local HMC only.

Click MNext to continue.

MB | Back || Mext | ’W

Figure 4-10 Guided Setup wizard - The next steps

The next section will configure the HMC network settings. You will need to have planned
your network environment for HMC before continuing with these next tasks. You should
use the values entered in the HMC Guided Setup wizard checklist.

Click Next to continue with the Guided Setup wizard.

11.The Guided Setup Wizard - Configure Network Settings panel appears as shown in
Figure 4-11. In our example we show how to configure the HMC for both a private network
and an open network. We use the first ethernet network card (eth0) in the HMC for the
private network configuration, and the second ethernet card (eth1) to connect to our open
network.

Enter a host name for your HMC, as well as your domain name and a description for the
HMC.

HMC host name: FIHM 01

Domain name: |ibm.c0m

Description of HMC: |HMC01 for IBM PowerS Senvers

MB | Eack || Mext | ’W

Figure 4-11 Guided Setup wizard - Configure network settings

Note that the ethernet ports are called ethO and eth1, but the HMC ports are labeled
HMC 1 and HMC 2.

Click Next to continue with the Guided Setup wizard.
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12.The Guided Setup - Configure DNS panel is now shown (see Figure 4-12).

A DNS server is a distributed database for managing host names and their IP addresses.
By adding a DNS server IP address to our HMC will allow us to find other hosts in our
open network by their host name rather than by their IP addresses.

Enter the IP address of your DNS server or servers in the DNS server address field and
click Add to register the IP address. You can enter multiple DNS server addresses here,
and the order that the addresses are entered will be the order in which they are searched
when trying to resolve a host name.

If you make a mistake when entering an address, you can remove it by selecting the entry
and then clicking Remove.

The Domain Mame System (DMS) is used to provide a standard naming conwvention for locating IP-based
camputers. By defining DMNS servers, wau can use host names to identify senvers and HMC= rather than IP
addresses.

Determine if wou want to enahble DMNS. If DS is enabled, specify the DMS server addresses. Addresses are
searched in the order they are listed.

Do wou want to use DHS?

® Yes, | want to use DMS by defining DNS senvers.

DMS server search order:

DS server address; |2.5.6.200

|
1

:
[

Bemo\.ﬂ

Mo, | do not want 1o use DMNE.

Help |2 | Back || Mext | Cancel

Figure 4-12 HMC Guided Setup wizard - Configure DNS

Click Next to continue with the Guided Setup wizard.
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13.Now the Guided Setup - Specify Domain Suffixes panel is shown (see Figure 4-13).

Enter a domain suffix in the Domain suffix field and click Add to register your entry. You
can enter multiple domain suffixes for your organization if you have them. The order that
the addresses are entered will be the order in which they are searched when trying to map
the host name to a fully qualified host name.

If you make a mistake when entering an address, you can remove it by selecting the entry
and then clicking Remove.

<~ L0

Add the domain suffixes wou are using. These are the suffixes for the HMC to append to ungualified names
for DMS searches. Suffixes are searched in the order they are listed.
Domain suffix search order:
Domain suffix:  [iom.com| Add
| Eemaowe
Help B | Back | | Mext | Cancel

Figure 4-13 Guided Setup wizard - Specify Domain Suffixes

Click Next to continue with the Guided Setup wizard.
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14.The Guided Setup Wizard - Configure Network Setting panel is then displayed
(Figure 4-14). In our example we see two LAN adapters available (ethO and eth1),
however, you may only see one adapter in your HMC system.

We will configure ethO for a private network and then will return to this panel to configure
eth1 for an open network. The private network will be used to connect to our managed
systems and other HMC'’s.

The second LAN adapter will be used to connect to our existing open network. This
interface can be used by Web-based System Management Remote Client clients to
remotely connect to the HMC and run HMC functions from client desktops such as
Windows or Linux. We can also use this second interface to connect to IBM for service
functions via VPN rather than using dial up connections.

Guided Sety Configure Metwe

Select one LAN adapter to configure on your HMC,

) If you have more than one LAN adapter listed, you can configure remaining adapters when you are
finished configuring the one you selected.

Mote: After you complete the wizard, you can configure remaining adapters or change already configured adapters.
Do this by changing the settings of the adapter from the Network Settings overview.

LaM Adapter Type
ethd (127.0.0.1) 00:0C:29:EF:76:1E Ethernet
ethl (127.0.0.1) 00:0C:29:EF:76:1F Ethernet
Help B | Back | | Mext | Cancel

Figure 4-14 Guided Setup wizard - Configure Network Settings

We select LAN adapter eth0 and click Next to continue with the Guided Setup wizard.

15.The Guided Setup Wizard - Configure eth0 display is then shown (Figure 4-15). You can
normally leave the LAN adapter speed at automatic detection for the initial setup.
However, you can set each adapter to your actual network speed if you know this.

1 - Configure ethi (1 0.0 BF:76:1E

You can specify the media speed of the ethernet adapter eth0 (127.0.0.1)
00:0C:29:BF:76:1E

Media speed: *| Autodetection b
Alltodetection

1oMbps Half Duplex
10mMbps Full Duplex
100Mbps Half Duplex
100Mbps Full Duplex
1000Mbps Half Duplex
1000Mbps Full Duplex

MB | Back || Mext | ’W

Figure 4-15 Guided Setup Wizard - Configure LAN adapter ethO

We select Autodetection and click Next to continue with the Guided Setup wizard.
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16.The Guided Setup Wizard - Configure ethO panel is now shown (Figure 4-16). As
previously mentioned, we are setting the first LAN adapter to be our link to our private

network of HMCs and managed systems.

Do you want to set up a private or open network?

® Private network

A network restricted to HMCs and the systems they manage.

) Open netwark,

MB | Eack || Mext | ’W

Figure 4-16 Guided Setup wizard - Configure ethO

We select the Private network radio button and click Next to continue.

17.Now the Guided Setup Wizard - Configure ethO panel appears (Figure 4-17). As this is the
first HMC on our private network, we have to define the HMC as a DHCP server.

DHCP provides an automated method for dynamic client configuration. ¥ou can specify this HMC as a DHCP
L server. If this is the first or only HMC on this private network, select to enable the HMC as a DHCP server so
that the managed systems on this netwark will be automatically configured and discovered by the HMC,

Do wau want to specify this HMC as a DHCP server?

@ Yes, enahle the HMC as a DHCP server.

Range: 192 168.0.2 - 192 168.255 254 -
192.168.0.2 - 192 168.255 254
172.16.0.3 - 172.16.255 254
172.17.0.3 - 172.17.255.254
10,002 - 10.0.0.254
10.0.128.2 - 10.0.143 254
10.0.255.2 - 10.0.255 254
10,102 - 10.1.15.254
10.1.255.2 - 10.1.255.254 -

1 Mo,

| en [?] |k || hew [ |

Figure 4-17 Guided Setup wizard - Configure ethO DHCP
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The HMC provides DHCP services to all clients in a private network. These clients will be
our managed systems and other HMC’s. You can configure the HMC to select one of
several different IP address ranges to use for this DHCP service, so that the addresses
provided to the managed systems do not conflict with addresses used on other networks
to which the HMC is connected.

We have a choice of standard nonroutable IP address ranges that will be assigned to its
clients. The ranges we can select from are:

- 192.168.0.2 - 192.168.255.254
- 172.17.0.3 - 172.16.255.254

- 172.17.0.3 - 172.17.255.254

- 10.0.0.2 - 10.0.0.254

- 10.0.128.2 - 10.0.143.254

— 10.0.255.2 - 10.0.255.254

- 10.1.0.2-10.0.143.254

- 10.1.255.2 - 10.0.255.254

- 10.127.0.2 10.127.15.254

— 10.127.255.2 10.127.255.254
- 10.128.0.2 - 10.128.15.254

- 10.128.128.2 - 10.128.128.254
— 10.128.240.2 - 10.128.255.254
— 10.254.0.2 - 10.254.0.254

— 10.254.240.2 - 10.254.255.254
— 10.255.0.2 - 10.255.0.254

— 10.255.128.2 - 10.255.143.254
— 10.255.255.2 - 10.255.255.254
— 9.6.24.2 -9.6.24.254

- 9.6.25.2 -9.6.25.254

The 9.6.24.2 - 9.6.24.254 and 9.6.25.2 - 9.6.25.254 ranges are two special range of IP
address that can be used to avoid conflicts in cases where the HMC is attached an open
network which is already using nonroutable addresses.

The HMC LAN adapter will be assigned the first IP address out of the range selected. In
our example, we select the 192.168.0.2 - 192.168.255.254 range, so our HMC will be
given IP address 192.168.0.2. Any other client (HMC or managed system) will also be
given an address from this range.

The DHCP server in the HMC uses automatic allocation, which means that each managed
system will be reassigned exactly the same IP address each time it is started. The DHCP
server uses each client’s built in Media Access Control (MAC) address to ensure that it will
reassign each client with same IP address as before. When a managed system starts, it
will try to contact the DHCP service to obtain its IP address. If the managed system is
unable to contact the HMC DHCP service then, the managed system will use its last given
IP address.

We select the range 192.168.0.2 - 192.168.255.254 and click Next to continue.
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18.The Guide Setup Wizard - configure ethO panel is now shown (Figure 4-18). We can
specify that one of our LAN adapters can act as a gateway device to our open network
(if required).

To define a default gateway, fill in the TCP/IP address to be used for routing IP packets. Also, specify
whether any open adapter can be used as the gateway device to communicate with the default gateway or
select a specific adapter to be used.

Gateway address:  [9.5.6.1 |

(for example: nnn.nnn.nnn.nnng

Cateway device: any -

any
ethi

ME |— Back _| Mext | ’W

Figure 4-18 Guided Setup wizard - Default gateway

In our configuration LAN adapter, eth1 will be our open network device, so we will set that
card to be our default gateway device later on.

In our example ethO is the private network LAN adapter, so we can just click Next to
continue.
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19.The Guided Setup Wizard - Configure Network Settings panel is now displayed
(Figure 4-19). This completes the network configuration of the private network interface
eth0. We can now proceed with the configuration of the second network card (eth1) for our

open network.

Do you want to configure another LAN adapter?

® es, | want to configure anather LAMN adapter or change an already configured adapter.
2 No.
Mote: After you complete the wizard, you can configure remaining adapters or change already

configured adapters. Do this by changing the settings of the adapter from the Network Settings
overview.

LaM Adapter Type Configured this seszion

ethd (127.0.0.1) 00:0C:29:EF:76:1E Ethernet v
ethl (127.0.0.1) 00:0C:29:EF:76:1F Ethernet

MB | Back || Mext | ’W

Figure 4-19 Guided Setup wizard - Configure Network Settings

Select the Yes radio button if it is not already flagged. The second ethernet card should be

highlighted in grey (as in Figure 4-19).Click Next to continue with the Guided Setup

wizard.

20.The Guided Setup Wizard - Configure eth1 display is then shown (Figure 4-20). As before,
we can leave the LAN adapter speed at automatic detection for the initial setup. However,
you can set each adapter to your actual network speed if you know this.

You can specify the media speed of the ethernet adapter ethl (127.0.0.1)
- DD:0C:29:BREY6:1F

Media speed: ™| Autodetection b
Autodetection

10Mbps Half Duplex
10mMbps Full Duplex
100Mbps Half Duplex
100Mbps Full Duplex
1000Mbps Half Duplex
1000Mbps Full Duplex

MB | Back || Mext | ’W

Figure 4-20 Guided Setup - Media speed for eth1

Click Next to continue with the Guided Setup wizard.
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21.The Guided Setup Wizard - Configure eth1 panel is now shown (Figure 4-21 on
page 122). This time we select the Open network radio button and click Next to continue.

Do you want to set up a private or open network?

3 Private network

@ Open netwark,

An open network contains other network endpoints besides the HMCs and the
managed systems, and may span across multiple subnets and network devices,

Help B| Back || Mext | Cancel |

Figure 4-21 Guided Setup - Configure eth1 open network

22.The Guided Setup Wizard - Configure eth1 panel is now shown (Figure 4-22). You can
configure the eth1 interface to use a fixed IP address or obtain one automatically from
your open network DHCP server.

figure eth (1270040

You can have IP addresses assigned to the HMC automatically or you can specify
_ the IP addresses to use.

Do you want to obtain an IP address automatically?

® es, obtain an IP address automatically:

) No. Use the specified address.

MB | Eack || Mext | ’W

Figure 4-22 Guided Setup - Configure eth1 IP address

In our example, we select the Yes radio button to allow the eth1 interface to automatically
obtain an IP address from our open network DHCP server. Click Next to continue with the
wizard.

23.The Guide Setup Wizard - Configure eth1 panel is now shown (Figure 4-23). We can
specify that the eth1 LAN adapter act as a gateway device to our open network. Enter your
gateway IP address in the Gateway address field. If you don’t know your gateway address,
then you should contact your network administrator.
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To define a default gateway, fill in the TCP/IP address to be used for routing IP packets. Also, specify
whether any open adapter can be used as the gateway device to communicate with the default gateway or
select a specific adapter to be used.

Gateway address:  [9.5.6.1 |

(for example: nnn.nnn.nnn.nnng

Cateway device: any -

any
ethi

EB | Back | | Mext Cancel

Figure 4-23 Guided Setup - eth1 gateway selection

In our example we enter our gateway address of 9.5.6.1. and click Next to continue.

24.The Guided Setup Wizard - Configure HMC Firewall for eth1 panel is now displayed
(Figure 4-24). Usually there is a firewall that controls outside access to your company’s
network. As the HMC is connected to the open network we can also restrict remote access
to this device by using the HMC built in firewall. There are various applications that run on
the HMC, which can be secured in order to protect the HMC from unauthorized remote

access.

HMC firewall settings create a security barrier that allows or denies access to specific

network applications on the HMC. These control settings can be specified individually
for each physical network interface, allowing you control over which HMC network

. applications can be accessed on each network.

Would you like to configure HMC firewall settings for this adapter?

@ es, |'d like to configure HMC firewall settings far this adapter.
2 No.

MB | Back || Mext | ’W

Figure 4-24 Guided Setup - eth1 firewall

Select the Yes radio button to configure the HMC firewall settings and click Next to
continue.
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25.The Guided Setup Wizard - Configure HMC firewall panel appears next (see Figure 4-25

on page 124). In the top panel (current applications) are listed all the available applications
that are on the HMC. In the bottom pane (Applications allowed through firewall) are all the
applications available to the open network through the HMC firewall. You can decide to
remove applications completely from the firewall by selecting the relevant application from
the bottom panel and clicking the Remove button.

Applications such a WebSM.name, which allows users to access the HMC by installing a
remote client on their desktop PC are by default blocked. You can allow applications to
pass through the firewall by selecting them from the top pane and clicking Allow
incoming or Allow incoming by IP address. The function, Allow incoming, will enable all
remote clients access to the selected application. The other option, Allow incoming by IP

address, will only authorize specific remote client’s IP addresses to have access to that
application.

nfigure HMCFI

Select the applications you want to allow through the firewall. You can allow any IP address
through the firewall for each application, or you can specify one or more IP addresses.

Current applications:

ninn namaoa

arhn_ranunactudn

Applications allowed through firewall:

[l

Application Mame Fart ) )
WebSM.name 9090:tcp 9940:tep [ 2o ELmI
ssh.name 22tcp

Web.name 80:tcp Allaw incaming
SecureWeb.name 443:tep by [P address. ..
RMC.name 657:udp - |
Eobcatname 4411:tcp

vity.name 9735:tcp

vity_proxy.name 23021cp

i3250.name 2300:cp 2301:tcp

Application Mame Fart |Allowed Haost

T oo T =i Rermowe
Eobcatname 4411 0.0.0.0/0.0.0.0 —

vity.name 0735 0.0.0.0/0.0.0.0

vity_proxy.name 2302 0.0.0.0/0.0.0.0

i32530.name 2300,2301 0.0.0.0/0.0.0.0

ping.name echo-req... 0.0.0.0/0.0.0.0

cim.name 5088 0.0.0.0/0.0.0.0

cim_ind.name 0198 0.0.0.0/0.0.0.0

Help B | Back || Mext | Cancel

Figure 4-25 Guided Setup - eth1 firewall websm

In our example we select the WebSM.name application and click Allow incoming by IP
address.

The Configure HMC firewall for eth1 panel is then displayed (Figure 4-26). You can add
clients IP addresses by entering an IP address and network mask in the fields provided
and clicking the Add button. You can repeat this process for other IP addresses, as each
application can have multiple authorized IP address entries. You can also remove any
unwanted clients by selecting the relevant IP address and clicking the Remove button.
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- Configure HMC Firewall for ethi j EF:76:1F
Specify the IP addresses and network masks that are allowed through the
firewall. You can specify more than one for the application.

0.0.1) 0

Hosts allowed thraugh firewall:

Application name: WebSM.name

IP address: MNetwork mask:

9.5.6.124 | [255.255.255.0 | | Add

[ ok || cancer || mew |7

Figure 4-26 Guided Setup - eth1 firewall by IP address

In our example we enter the remote IP address 9.5.6.124 and mask 255.255.255.0 and
click Add and then click OK. When we return to the HMC firewall configuration panel, we
click Next to continue with the Guided Setup wizard.

26.The Guided Setup Wizard - Configure Network Settings panel is shown (Figure 4-27). If
you have more network adapters available you can configure them now by selecting the
relevant adapter and selecting the Yes radio button.

) ¥es, | want to configure anather LAMN adapter or change an alreacly configured adapter.

) Mo,

Mote: After you complete the wizard, you can configure remaining adapters or change already
configured adapters. Do this by changing the settings of the adapter from the Network Settings
overview.

LaM Adapter Type Configured this session
ethd (127.0.0.1) 00:0C:29:EF:76:1E Ethernet v
ethl (127.0.0.1) 00:0C:29:EF:76:1F Ethernet v

MB | Back || Mext | ’W

Figure 4-27 Guided Setup - Final network configuration panel

As both our network adapters have now been configured, we select the No radio button
and click Next to continue.

Note: It may take a few minutes before the next panel appears.
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27.The Guided Setup - The Next Steps display is shown (Figure 4-28). This completes the
network configuration section of the Guide Setup wizard. We now continue with the next
part of the wizard, which enables the service and support functions within the HMC.

Y¥ou have completed the following {available lacally anly:
Configure HMC networlk settings

Mext, vou will do the fallowing:

Specify customer contact infarmation for senvce-related activities
Configure connectivity for service-related activities
Authorize users to use Service Agent

Click Mext to continue.

e 7] [ ek || nex [ cancel |

Figure 4-28 Guided Setup - End of network configuration

Click Next to continue with the HMC Guided Setup.
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28.The Guide Setup Wizard - Specify Contact Information panel is presented (see
Figure 4-29). This is the first of three panels which contain the contact details for your
company (this information will probably be similar to the WRKCNTINF information stored
in OS/400 if you have previous iSeries systems. The information entered here is used by
IBM when dealing with problems electronically reported (calling home), as well as
software updates. You should enter valid contact information for your own location. The
fields marked with ‘* are mandatory and must be completed.

Glided Sety 5 ctinformation

Complete the company name and contact information. This information is used when you
- communicate with IEM regarding service and software updates.

Contact information:

Company name: *iem |
Administrator name: *|MvAdministrat0r |
Email address: |admin@ibm.c0m |
Phone number: *[111 222 3333 |

Alternate phone humber: |111 222 4444 |

Fax number: [111 222 5555 |
Alternate fax number. |111 222 BEEE |
Help B | Bark | | Mext | Cancel

Figure 4-29 Guided Setup - Specify contact information

In our example we enter our location details and click Next to continue.

29.The second Contact Information panel is now displayed (see Figure 4-30). You should
enter your contact address information on this panel. Again, you must complete the
mandatory fields (*). Use the drop down menus to select your Country/Region and
State/Province settings.

Contact Address:

Street address:  “[IBM |

Street address 2 | |

City or locality: *|R0chester |

Country or region: *| United States {of America) -

State or province: *| Minnesota - |

Postal code: Fl111111

MB | Back || Mext | ’W

Figure 4-30 Guided Setup - Contact information part 2

For our example we enter our contact address details and click Next to continue.
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30.The last panel for the Contact Information is now shown (Figure 4-31).You should enter
the location details of this HMC here. If the location address is the same as the contact
address used in the previous step, then click Use the administrator mailing address.
Otherwise fill in the correct HMC location address details.

If this HMC will use the supplied modem to connect to IBM (call home) for service and
support, then enter the modem telephone number in the Remote Support Information
panel at the bottom of the panel.

Guided Setup-Wizard - Specify Contact Infarmation

Continue completing the information about the location of the HMC.

Location of the HMC:

[vi Use the administrator mailing address

Femate Suppart Infarmation
Modem number. (111 222 9999

MB | Back || Mext | ’W

Figure 4-31 Guided Setup - Modem Number

In our example, we used the same address for both contact and HMC, so we selected the
Use the administrator mailing address. We also entered our Remote Support modem
number in the Modem number field at the bottom of the panel.

This completes the contact information part of the HMC Guided Setup wizard service and
support. Click Next to continue.
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31.The Guided Setup Wizard - Configure Connectivity to Your Service Provider panel is now
displayed (Figure 4-32). You can select by which communications method you wish to
connect to IBM (call home) for service and support related functions. There are four
service applications available on the HMC:

— Electronic Service Agent™ - Monitors your managed systems for problems and if
enabled, reports them electronically to IBM.

— Inventory Scout Services - Reports hardware and software information from your
managed systems to IBM.

— Remote Support Facility - Enables the HMC to call out to IBM for problem reporting
as well as enabling remote access to your managed systems (if enabled by customer).

— Service Focal Point - Collects system management issues in one central point for all
your partitions.

ri = Configire Connectivity to Your Service Provider =— Ym[)J

To help ensure your HMC can take advantage of support for service-related reasons, you
need to set up connectivity with your service provider.

What type of connection or connections do you want to set up to contact your service
provider?

Connection types:
[v] Dial-up from the local HMC

Allows you to configure the local modem that connecis to your service provider from
the local HMC,

[v] Wirtual private network (¢Ph) through the Internet

Allows you to configure the use of a VPN over an existing Internet connection to
connect from the local HMC to your service provider.

|¥l Connecting through other systems or partitions

Allows you to enable the HMC to pass through to other sysiems or partitions as
configured by the TCP/IP address or host name.

_ren 7] [ Bak || mext ] [ cancel

Figure 4-32 Guided Setup wizard - Configure Connectivity to Your Service Provider

You can select which connectivity method you wish to use when communicating
electronically with IBM. There are three options available to you:

— Dial-up from the local HMC - This option will use the IBM supplied modem with the
HMC to dial in to the IBM support network. You may choose this option if your HMC
doesn’t have a high speed Internet connection through an open network or has only
been configured in a private network.

— Virtual private network (VPN) through the Internet - This option will use a high
speed Internet connection to connect to the IBM support network. This is the fastest
option available on the HMC; however, your company may restrict this type of
connection.

— Connecting through other systems or partitions - This option sends information
through another system in your network that can connect to IBM. The pass-through
system could be another HMC or a partition running i5/0S V5R3.

In this example configuration we select all three connectivity options for demonstration
purposes only. Normally you would only select the options valid for your environment.

Click Next to continue with Guided Setup.
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32.The Agreement for Service Programs panel is now shown (see Figure 4-33). Read the
agreement details carefully and click Accept or Decline.

ou agree to allow International Business Machines Carparation and its subsidiaries to stare and use your
cantact information, including names, phone numkbers, and e-mail addresses, amavhere they do business.
Such infarmation will be processed and used in connection with our business relationship, and may be
provided to contractors, Business Partners, and assignees of International Business Machines Carpoaration
and its subsidiaries for uses cansistent with their collective business activities, including cammunicating

ith wou {for example, for processing orders, for promations, and for market research).

The Program performs system utilization, performance and capacity planning {'lnventory Collection™ and
syetam failure logs and prewentative maintenance event ("Hardware Problem Eeporting”y monitaring
functions. “fou agree that IBM may use and share within I[BM and with |BM Business Partners and third
parties such as subcontractors and consultants under contract to [BM the data gathered from these
manitaring functions ("Your Information") for purposes of problem determination, assisting wou with
performance and capacity planning, assisting IBM to enhance IBM products and services and notifying wau
of waur system status and solutions we have available. Your Infarmation excludes the collection and
transmission of your financial, statistical and personnel data and wour business plans.

¥ou also agree that Your Infarmation may be transferred to such entities in any country whether ar not a
memkber of the European Union.

| Arcept || Decline |

Figure 4-33 Guided Setup - Agreement for Service Programs

In our example configuration we click Accept to accept the terms and conditions of the
IBM Agreement for Service Programs. We then return to the previous panel.

Click Next to continue with the Guided Setup Wizard.

33.The Guided Setup Wizard - Configure Dial-up from the Local HMC panel is now displayed
(see Figure 4-34).
In the modem panel, click the Modem Configuration button to set the modem
parameters. You can set the Dial Type (Tone/Pulse), Wait for dial tone, Enable speaker,
and the Dial prefix values (see the Modem Configuration window in Figure 4-34).

Configure the local modem if you haven't already done so by clicking Modem Configuration.
Mext, you need to specify which telephone numbers to use to dial your service provider.
Click Add to select telephone numbers from a list or manually add telephone numbers.

" When connecting, the telephone numbers will be dialed in the order listed.

Modem:
Dial prefix Modem Configuration...
Dial Type
Fhone numbers {in order of usej:
y ) ® Tone () Pulse
Phone Mumber |C0mment

Other Settings
* [ Wait for dial tone
” [vl Enable speaker

Dial prefix |9

| ok || cancet || Hew |7

MB | Eack || Mext | ’W

Figure 4-34 Guided Setup wizard - Dial-up connection configuration

In our example we enter 9 in the Dial prefix field and click OK. We then click the Add
button in the Phone numbers (in order of use) panel to add the IBM support service phone
number.
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34.The Add Phone Number window is launched (see Figure 4-35). Use the drop down menus
to select your Country/region and then your State/province.

Add Phone Number

Select a predefined phone number or enter one manually.
Ayailable predefined numbers:
Country or region: | United States {of America) -
State or province: Alabama b
Phone Mumber :\;Sit;;:g =
205-624-1005 ;dame
256-342-0005 - |
236-342-6005 Massachusetts B
236-233-4288 Wichigan
205-909-1005  f tAE
205-909-1305 Mississinni =
251-809-1054 L— S
Select as Mumkber
MNumber to be added:
Dial prefix ]
Phone number: *| |
Comment: [ |
| amd || cancet || Hew |7

Figure 4-35 Guided Setup wizard - Add Phone Number

For our example we select United States (of America) for our Country/region and
Minnesota for our State/province. You should select the relevant values for your location.

After you have selected your Country/region and State/province, a list of available IBM
support service numbers are listed. You should select the phone number nearest to your
location and click the Select as Number button. The phone number will then be populated
in the Phone number field at the bottom of the panel (see Figure 4-36). You can also
manually add phone numbers if you know your IBM support service number.

Ao Phone Mumber

Select a predefined phone number or enter one manually.

Ayailable predefined numbers:

Country or region: |United States (of America)

State or province: |Minnesota

Phone Mumkber |C0mment
SUT-246-0974 NeW SWeaen

6531-317-0015 North Branch

507-444-7274 Owatonna
651-318-0015 Red Wing
507-397-0005 Rochester
320-216-0015 Sandstone
320-529-2935 St Cloud

cn7 At Faon Ca Mnsne

Select as Mumber

Mumber to be added:
Dial prefix ]

Phone number: *[507-397-0005 |

Comment: [Rachester |

| agd || cancel || Hep |2

Figure 4-36 Guided Setup wizard - Select number

In our example we select Rochester and click the Select as Number button followed by
the Add button.
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35.We return to the Guided Setup Wizard - Configure Dial-up from the Local HMC panel (see
Figure 4-37). You can add additional phone numbers by repeating the same procedure

again and selecting a different number.

o = Configure Diskup-fromthe CocalbHMC

Configure the local modem if you haven't already done so by clicking Modem Configuration.
. Next, you need to specify which telephone numbers to use to dial your service provider.

Click Add to select telephone numbers from a list or manually add telephone numbers.
When connecting, the telephone numbers will be dialed in the order listed.

Modem:

Dial prefixe |9 Modem Configuration...

FPhone numbers {in arder of use):

Phone Mumber |C0mment
507-397-0005 Rochester
| ade. || Esit. || Remowe |

MB | Eack || Mext | ’W

Figure 4-37 Guided Setup wizard - Dial-up configuration

This finishes our configuration for the Dial-up connection for the HMC. We click Next to
continue.

36.The Guided Setup wizard - Use VPN using an Existing Internet Connection panel is
displayed (see Figure 4-38).

wisting Internet Connection

If you have an existing Internet connection from your HMC, you can use it to call your
- service provider. You can connect directly to your service provider by virtual private
network (WPhy using the existing Internet connection.

MB | Eack || Mext | ’W

Figure 4-38 Guided Setup wizard - Use VPN using an Existing Internet Connection

We click Next accept the VPN connection for our HMC support services and continue with
the Guided Setup wizard.
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37.The Guided Setup Wizard - Configure Connectivity using a Pass-Through System panel is
shown (Figure 4-39). The HMC can use another system in your network which already
has a VPN or dial-up connection to IBM service and support. This system could be an
i5/0S V5R3 partition or another HMC.

You need to add the IP addresses or host names of the systems and partitions passed
- through by the HMC when connecting to the service provider. These systems or partitions
are called pass-through systems.

Click Add to select IP addresses or host names from a list or manually add them. When
connecting, the IP addresses or host names will be used in the order listed.

Pass-through systems (in order of use):

IP Adddress or Host Name | Comrment |

Enter the TCP/IP address or host name of the system hosting a modem or VPN,

IP address or host name: *|SER\-’ICE |

Comment: [My 05400 Service Partition| |

| amd || cancet || Hew |7

Add. .

MB | Back || Mext | ’W

Figure 4-39 Guided Setup wizard - Pass-Through connectivity part 1

Click the Add button and enter the IP address or host name of your pass-through system.
Type some meaningful comment text and click the Add button to accept the values
entered. You can add multiple pass-through systems here. The order listed will be the
order in which the pass-through systems will be used.

You need to add the IP addresses or host names of the systems and partitions passed
- through by the HMC when connecting to the service provider. These systems or partitions
are called pass-through systems.

Click Add to select IP addresses or host names from a list or manually add them. When
connecting, the IP addresses or host names will be used in the order listed.

Pass-through swstems (in order of use):

IP Address or Host Mame | Comrnent
SERVYICE My OS/400 Service Partition
| ade. || Esit. || Remowe |

MB | Back || Mext | ’W

Figure 4-40 Guided Setup wizard - Pass-Through connectivity part 2

In our example we decided to use an i5/0S V5R3 partition call SERVICE which had a
VPN connection to IBM service and support.

Click Next to continue with the Guided Setup wizard.
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38.The Guided Setup Wizard - Authorize Users for Electronic Service Agent panel is now
displayed (see Figure 4-41).

The information collected and sent to IBM by the HMC can be seen on the IBM Electronic
Service Agent Web sit:

http://www.ibm.com/support/electronic

To access this data on the Web, you must have a registered IBM ID and authorized that ID
through the HMC. You can register IBM IDs via the Web site:

https://www.ibm.com/registration/selfreg

Enter a valid IBM ID and an optional second IBM ID if required, in the Web authorization
panel. The Guided Setup will only allow you to authorize two user IDs to access the data
sent by the HMC to IBM. However, you can submit as many registrations as you like by
clicking Service Applications — Service Agent — eService Registration from the HMC
desktop.

Guided-Setup-Wizard = Authorize Users far Electranic

IEM provides personalized Web functions that use information collected by IEM Electronic
Service Agent. To use these functions, you must first register on the IEM Registration website
at https:/ fwww.ibm.com/ registration; selfreg.

To authorize users to use the Electronic Service Agent information to personalize the Web
functions, enter one or two of the IEM IDs which you registered on the |IEM Registration
website,

el authorization
IEM ID [ |

Optional IEM ID | |

Mote: Use the user ID registered on the IEM Registration website,

To view details of the systems and to perform further user |ID maintenance, go to
http:/ /www.ibm.com/ support/electronic.

MB | Eack || Mext | ’W

Figure 4-41 Guided Setup wizard - Authorized Users for ESA

If you do not have valid IBM ID, you can choose to leave this panel blank and manually
complete this information later by clicking Service Applications — Service Agent —
eService Registration from the HMC desktop.

In our example, we decide to register our IBM ID later. Click Next to continue.

39.The Guided Setup Wizard - Notification of Problem Events display is shown (see
Figure 4-42). The HMC can alert your administrators of problems with the HMC or its
managed systems via e-mail.

You can choose whether to notify your administrators of only problems reported to IBM
(Only call-home problem events) or of all problem events generated.

Enter the IP address and port of your SMTP server. Then click the Add button and enter
your administrator’s e-mail address and the notification type required. Click Add to accept
these values and return to the previous panel. You may enter multiple e-mail addresses
by repeating this process.
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http://www.ibm.com/support/electronic
https://www.ibm.com/registration/selfreg

SMTP server; |2-5-5.20

Email addresses to be notified:

Email Address Errors to be Motified

Maotification options:

0 Al problem events

Email address: mvemailaddress@ibm.coml
|
@ Only call-home problem events
|
| amd || cancet || Hew |7

| ade. || Esit. || Remowe |

Help B| Back || Net || fnen || cance |

Figure 4-42 Guide Setup Wizard - Notification of Problem Events

In our example, we enter the SMTP server IP address/port and our administrator’s e-mail

address. We will only alert our administrator when a call-home problem event is

generated.
Click Next to continue with the Guided Setup wizard.

40.The Guided Setup wizard - Summary panel is displayed (Figure 4-43). You can see all the

changes that the Guided Setup wizard is about to make.

Change HMC Date and Time.

he HMC date/ftime setting has been successfully changed.

Change passwords ——

Change password far user hscroot
Change password far user root

Create additional HMC users

Create user ID hscoper with role hmcoperatar

i

Configure netwark, settings ——

The fallowing network settings will be updated:
HMC name: HMCO1

| Domain name: ibm.com
HMC description: HMCO1 for IEM Power 5 Servers

- Specify contact information

Fammitting cantact information

- Configure connectivity information

Committing connectivity information
Committing modem configuration information

rAuthorize users to use Electronic Service Agent and canfigure notification of problem ewvents

Figure 4-43 Guided Setup wizard - Summary panel - top
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Important: At this stage nothing has actually been changed on the HMC. If you press the
Cancel button, all changes made through the Guided Setup will be lost.

In our example, we click the Finish button to apply all our HMC changes.

41.The Guide Setup Wizard - Status panel is displayed (Figure 4-44). As each task
completes, its status is automatically updated.

Task Description Status

Change HMC Date and Time. Successful
Change passwords Successful
Create additional HMC users Successful
Configure network settings Successful
Specify contact information Successful
Configure connectivity information Successful

Authorize users to use Electronic Service Agent and configur.. Successful
Configure connection monitoring for communication interru.. Successful

Ik

Help B W

Figure 4-44 Guided Setup Wizard - Status panel

You can review the log by clicking the View Log button; this is especially useful if for any
reason you have tasks that have a failed status. Figure 4-45 shows an example of our
successful log file output.

HSCW0104 Password changed successfully for user ID hscroot
HSCW0104 Password changed successfully for user ID root.

HSCW0204 User ID create successful for the hscoper user ID with role hmcservicerep specified.
HSCW1002 The following network settings were updated:

HSCW1004 HMC name: HMCO1

HSCW1005 Domain name: ibm.com

HSCW1006 HMC description: HMCO1 for IEM Power 3 Servers

HSCW1063 DNS enabled

HSCW1065 DNS server search order:

HSCW1066 9.5.6.100

HSCW1066 9.5.6.200

HSCW1069 Domain suffix search order:

HSCW1070 rchland.ibm.com

HSCW1070 ibm.com

HSCW1007 For lan adapter ethD (127.0.0.1) 00:0C:29:EF:76:1E

HSCW1016 Private network

HSCW1036 DHCP server enabled

HSCW1079 DHCP server address range: 192.168.0.2 - 192.168.255.254

HSCW1059 DHCF server IP address: 192.168.0.1 network mask: 192.168.0.0
H5CW1058 Defauit gateway address: 9.5.6.1

HSCW1007 For lan adapter ethl (127.0.0.1) 00:0C:29:EF:76:1F:

HSCW1017 Open network

HS5CW1047 Obtain an IP address automatically

H5CWO0600 Service provider connectivity information was saved successfully.
HSCWO0S500 Customer contact information was saved successfully.

HSCWO0600 Service provider connectivity information was saved successfully.
HSCW0603 Modem configuration information was saved successfully.

HSCW0402 SMTP server host name 9.5.6.20 set successfully.

HSCW0406 The e-mail address myemailaddress@ibm.com was successfully added to receive notifications of problem events
HSCW0151 Connection monitoring settings were saved.

Figure 4-45 Guided Setup Wizard - Status log file

Click OK to return to the previous Guided Setup Status panel and click Close.
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If you have configured any network settings during the Guided Setup Wizard, then you will
probably receive a message asking you whether you wish to reboot the HMC (see
Figure 4-46).

Gluestion

E Some of the changes will not go into effect until this system is rebooted. Do you wish to reboot now?
HSCWO0009

Figure 4-46 Guided Setup wizard - Reboot message
In our example, we click Yes to reboot the HMC and activate our new network settings.

This completes the HMC Guided Setup Wizard.

Post Guided Setup tasks

If you were not able to set up all the information through the wizard, you can go back and use

the standard HMC menu to complete tasks. If you are direct connected to the HMC, some
tasks could be missed at first.

For example, you may not have all the user profiles set up, or you may not have both the LAN

adapters set up.
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Partition creation using the HMC

In this chapter we discuss the following topics:

» System and partition profiles

Creating an i5/0S logical partition using the HMC

Creating additional partition profiles for an existing logical partition
Changing the default profile for a partition

vYvyy
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5.1 System and partition profiles

This section discusses the concept of system and partition profiles and how they are used.

5.1.1 System profiles

A system profile is a collection of one or more partition profiles. System profiles can be used
to specify which partition profiles are activated at the same time.

5.1.2 Partition profiles

A partition profile represents a particular configuration for a logical partition. A partition profile
contains information about the resources assigned to the partition. These resources include
memory, processor processing capacity, and physical I/O slots. Partition profiles also include
information about which devices provide important partition functions (for example, load
source, console, and alternate IPL).

Note: Unlike previous versions of logical partitioning, a partition no longer owns any
resources. When a profile is activated, resources are allocated to the partition if they are
available. Partition activation may fail if certain required or critical resources are not
available or if processing resource minimums cannot be met.

Each logical partition has at least one partition profile associated with it. A logical partition can
have more than one partition profile associated with it. However, only one profile can be
active at any given time. Where there are two or more partition profiles for a logical partition,
one of the profiles needs to be specified as the default partition profile. For a logical partition
with only one profile, that profile is automatically the default partition profile. The default
partition profile is used when the partition is activated if no other profile is specified.

5.1.3 Uses of partition profiles

140

Partition profiles provide a degree of flexibility that was not available with previous
implementations of logical partitioning.

Partition profiles can be useful when it is not possible to dynamically move resources into a
partition. For operating systems that currently do not have dynamic LPAR (DLPAR) support,
partition profiles can be used to simulate the effect of DLPAR. Moving a processor between
two partitions would involve the use of four profiles. The initial profile for partition A would be
powered off and another profile with one less processor would be started. The initial profile for
partition B would then be powered off and another profile started with one additional
processor.

A partition could have a regular profile for normal day to day operations and a second profile
for large month or quarter end processing. A development partition could also have another
profile for situations where very large compiles or builds are needed. The provider of disaster
recovery services can maintain several partition profiles for a given partition and activate one
based on which customer is coming in. A standby partition may have different profiles
representing different types of workloads that can be deployed when needed.

Note: Activating a profile for a partition requires an IPL of that partition.
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5.2 Creating an i5/0S logical partition through the HMC

Creating a partition is a multiple step process. Partition creation can be accomplished through
either the HMC GUI (graphical user interface) or CLI (command line interface). We will focus
on using the HMC GUI.

Important: Typically all partition creation and management is performed through the
Hardware Management Console (HMC). The CLlI is an advanced option and still requires

an HMC.

5.2.1 Partition creation overview

Table 5-1 is an overview of the steps involved in creating a new logical partition, and can be
used as a checklist. These are further discussed in the following sections.

Table 5-1 Checklist for creating a new logical partition

Task No

Description

Comment

Start the partition wizard

Partition name ID and type

Workload management participation

Partition profile name

Partition profile memory values

Partition profile processors value

Partition profile interactive values (if available)

Allocation of physical I/O resources

Allocation of virtual I/O resources

Tag partition critical resources (i5/0S only)

Virtual and HSL Opticonnect

Power control for guest partitions

SFP surveillance and auto start settings

Chapter 5. Partition creation using the HMC 141




5.2.2 Starting the create partition wizard

If initial setup and configuration of the HMC is required, refer to Chapter 3, “HMC overview
and planning” on page 45.

Attention: An HMC can manage multiple servers. Before creating a logical partition, make
sure that the correct server is selected.

1. If you are not already connected to the HMC, sign in with an HMC user profile that has
either System Administrator or Advanced Operator authority. The capabilities of various
HMC roles are discussed in 7.3, “HMC User Management” on page 238.

2. From the Navigation Area on the left hand side of the HMC display, select the managed
host where the logical partition will be created and expand as follows:

Server and Partition — Server Management

After selecting Server Management, the right hand side pane is populated with logical

partition information. If any logical partitions were already created, they can be viewed by
expanding the Partitions folder. See Figure 5-1.

l_ Hardware hManagement Consale = fhomey

E agement EnvironmentthmcOtibme
Console Server Management Selected  Wiew iifinclow  Help

[mlw]Ea[EEE

Server and Partition: Server Management

Mavigation Area

S

= Q Management Emviranment | Mame State Operator Fanel Yalue
= [ hrcolibm.com = 0 rs-595i Operating £8025684748502 L6033014203777772
Bl [ Server and Partition | = ERPanitions
|:| Frame Management +] D iosl Running 10578
|] Server Management +] D iSos2 Mot Activated
%S\a\stem Manager Security QES\.'Stem Profiles
iﬁ Informmation Center and Setup Wizard c’n RE5-5495%p Pover OfFf SE46

= 7] Licensed Internal Code Maintenance
HMC Code Update
@ Licensed Internal Code Updates
= ] HME Management
{m HMC Users
@ HMC Configuration
= ] Serdce Applications
&, Senvice Agent
@ Femate Suppart
4, Service Focal Point

1 3 »
I@-IReady |6 Objects shown 0 Hidden. |1 Object selected. |hscroot - hmcol

Figure 5-1 On the selected host, server management is selected
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3. To start the partition creation process, right-click Partitions, and from the pop up menu
shown in Figure 5-2, select:

Create — Logical Partition

Alternatively, with server management selected in the Navigation Area, the logical
partition creation wizard can be accessed from the menu bar as follows:

Selected — Create — Logical Partition

Either way, once selected, the Create Logical Partition wizard starts.

I i h

Consale Server Management  Selected YWiew MWincow Help [

B

oo 9|y

Mavigation Area

\%W[@Hﬁ\ﬂ@ﬂ@\

N Server and Partition: Server Management

= Q Management Emdronment
= [ kmcol.ibm.com
= ] Server and Partition
|:| Frame Management
“ Server Management
% Systern Manager Security
iﬂ Infarmation Center and Setup Wizard
B ] Licensed Internal Code Maintenance
& HMC Code Update
@ Licensed Internal Code Updates
= ] HMC Management
ﬁm HMC Users
HMZ Configuration
B ] Service Applications
&, Sendce Agent
@ Remote Support
&, Sendce Focal Point

Marne |State IOperator Panel Valug

|= W Ez=s9si eratin £B025684748502 16033014203777772
| = Logical Partition

Add Managed Systemis) Systerm Prof BFOGIB0E7L

: perfilel Pro

: EE System Profiles

|= @ rs-595p Power Off 5646

4

@T Ready [6 Objects shown 0 Hidden.

|1 Object selected. |hscroot - hmc0l

Figure 5-2 Invoking the create partition wizard
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It may take a number of seconds before the wizard pane opens (Figure 5-3), since the HMC
has a lot of information gathering to perform.

This wizard helps wou create a new |ogical partition and a default profile for it.
¥ou can use the partition properties or profile properties to make changes after
wou camplete this wizard.

Ensure wou hawve wour logical partition planning infarmation befare wou use this

wizard. You may alsao find it helpful to be familiar with logical partition concepts.
Click Help far more infarmation.

To create a partition, complete the following information:

System name © R5-595i

Partition 1D 2

Partition name : |

Partition emvironment
21 Al or Linux

® 5,05

23 Wirtual 10 server

Heln 2] [Chex> | [ cancel |

Figure 5-3 Partition wizard first pane

5.2.3 Specifying the partition name, partition ID, and partition type
Each partition needs to have the following pieces of information:
» Partition ID Number, a numeric value between1 and 254
» Partition Name, a text string up to 31 characters

» Partition Type, indicating which operating system will be installed on the partition:

— AIX or Linux
— i5/0S
— Virtual I/O Server
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Figure 5-4 shows a sample partition name and partition ID for an i5/0S. Once the fields are
filled in, click Next > to proceed to the next panel.

Create Logical Pattition

Figure 5-4 Specifying the partition name, partition ID, and partition type
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5.2.4 Workload management group

If the partition will participate in a workload management group, select Yes and specify the
GrouplD (Figure 5-5).

Create Logical Partition — Warkload Groups

Figure 5-5 Workload management group

Once complete, click Next > to proceed to the next panel.
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5.2.5 Partition profile name

Each logical partition requires at least one partition profile. The profile name can contain up to
31 characters. The profile name should be descriptive — month end processing, for example.

Once complete, click Next > to proceed to the next panel (Figure 5-6).

*artition Profile

A profile specifies how many processars, how much memary, and which 17O
devices and slots are to be allocated to the partition.

Ewery partition needs a default profile. To create the default profile, specify the
following information :

Shstem name RE5-545i
Partition name : 052
Partition 1D: 2

Profile name : profilel

This profile can assign specific resources to the partition or all resources to the
partition. Click Mext if wou want to specify the resources used in the partition.
Select the aption below and then click Mext if wou want the partition to hawe all the
resources in the system.

[Z] Use all the resources in the system.

Help B | < Back || Mext = Cancel

Figure 5-6 Specifying the partition profile name
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5.2.6 Partition memory

Figure 5-7 shows the initial partition memory panel that is displayed. Memory can be
allocated in a combination of megabytes (MB) or gigabytes (GB). Megabyte allocations are
restricted to multiples of the logical memory block size. Currently, the value for the logical
memory block size is 16 MB.

Notice that the default MB values do not automatically disappear when you add values into
the GB window. These values must be removed manually. Also, the 128 MB minimum value is
too small a minimum for an i5/0S partition.

Specify desired, minimum and maximum amounts of memaory for this profile using
a comhbination of the gigabyte and megatbete fields below.

Installed memory (ME}: 11534336

Current memory available for partition usage (MB) : 10485504

Minimum memaory Desired memaory Maximum memaory
102 cs 2ol ce| | [ 3o ce
1282 mB 1282 mB 128 mB

Help | ? | < Back || Mext =

Figure 5-7 Initial partition memory panel

There are three memory values for a partition profile:

» Minimum memory: This amount of memory is required for the partition. The profile will fail
to activate if the minimum memory is not met.

» Desired memory: This is the requested amount of memory for the partition. On profile
activation, the partition will receive an amount of memory between the minimum and
desired amounts depending on what is available.

» Maximum memory: The maximum represents the upper limit for memory. Memory
allocations cannot go above the maximum. In order to go above the maximum, the
maximum value needs to be changed.

Once complete, click Next > to proceed to the next panel.
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5.2.7 Partition processors

The next resource to configure for a partition profile is processing capacity. The choices are

» Dedicated processors
» Capped shared processors
» Uncapped shared processors

Figure 5-8 shows the processor selection panel. The two main choices are Dedicated and
Shared. Dedicated processors are intended for use solely by the partition to which they are
assigned. Shared processors allow for fractional processors to be assigned. This additional
flexibility does require some overhead and may not be suitable for all workloads.

For additional information on the differences between dedicated, capped shared, and
uncapped shared processors, refer to Chapter 1, “Introduction to LPAR on IBM System i5” on
page 1.

Dedicated processors

To use dedicated processors for a partition profile, select the Dedicated radio button and click
Next >.

Create Logical Partition Profile - Pre

%W'Wé ¥ou can assign entire processors to your partition for dedicated use, ar wou
S CaN assign partial processor units from the shared processor pool. Choose
onhe of the processing modes below.
) Shared
Agsign partial processor units from the shared proceszor pool. Far

example, .50 or 1.25 processor units can be assigned to the
partition.

® Dedicated

Azzign entire processors that can only be used by the partition.

Help B | < Back || Mext = | Cancel

Figure 5-8 Choosing dedicated processors for a partition profile
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For any dedicated processor partition profile, three values are required (Figure 5-9).

» Desired processors: This is the requested amount of processors for the partition. On
profile activation, the partition will receive a number of processors between the minimum
and desired amounts depending on what is available.

» Minimum processors: This number of processors is required for the partition. The profile
will fail to activate if the minimum number of processors is not met.

» Maximum processors: The maximum represents the upper limit for processors. Processor
allocations cannot go above the maximum. In order to go above the maximum, the
maximum value needs to be changed.

-ParitionProfile =P

%W'Wé Specify the desired, minimum, and maximum processing settings in the fields below.

| Total number of processors ; 22
Minimum processors: ,71
Desired processors: ,71
Maximum processors: ,71

Figure 5-9 Initial dedicated processor panel
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Figure 5-10 shows a sample completed dedicated processor configuration. This partition
profile would require at least 1 dedicated processor in order to start. Depending on whether or
not processor resources are over committed, this partition profile will be allocated between 1
and 4 processors when activated. As configured, this profile will not allow for more than 7
processors to be in the partition.

Create Logical Padition Profile =P

%W'Wé Specify the desired, minimum, and maximum processing settings in the fields below.
.....
Total number of processors ; 22
Minimum processors: 4
Desired processors: 8
Maximum processors: 16]
Help B | < Back || Mext = | Cancel

Figure 5-10 Sample completed processor configuration

Once complete, click Next > to proceed to the next panel.
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Capped shared processor partition
To use shared processors for a partition profile, select the Shared radio button as shown in
Figure 5-11 and click Next >.

artition Profile - Pro

%W'Wé ¥ou can assign entire processors to your partition for dedicated use, ar wou
can assign partial processor units fram the shared processor pool. Choose
onhe of the processing modes below.

.....

® Shared
Agsign partial pracessor units from the shared processor pool. Faor
example, .50 or 1.25 processor units can be assigned to the
partition.

) Dedicated

Assign entire processors that can only be used by the partition.

Help B | < Back || Mext > | Cancel

Figure 5-11 Choosing shared processors for a partition profile

There are several pieces of information required for a shared processor partition. The first

three of these are:

» Desired processing units: This is the requested amount of processing units for the
partition. On profile activation, the partition will receive a number of processing units
between the minimum and desired amounts depending on what is available.

» Minimum processing units: This number of processing unit is required for the partition. The
profile will fail to activate if the minimum number of processing units is not met.

» Maximum processing units: The maximum represents the upper limit for processing units.
Processing unit allocations cannot go above the maximum. In order to go above the
maximum, the maximum value needs to be changed.
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Once these are filled in, click the Advanced button to bring up the sharing mode dialog
(Figure 5-12).

Create Logical Partition Profile =P

Figure 5-12 Initial shared processor panel
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In the sharing mode properties, click the Capped radio button (Figure 5-13). The desired,
minimum, and maximum number for virtual processors need to be specified. At a minimum,
use the values for desired, minimum, and maximum processor units rounded up to the next
whole number. For example, for 1.25 processor units, use at least 2 for the number of virtual
processors.

Once complete, click OK to close the Sharing Mode Properties dialog, and then click Next >
to proceed to the next panel.

Sharing modes
¥ou must specify a pracessing sharing made far this partition profile.

® Capped

The processar usage never exceeds the
assigned processing capacity.

3 Uncapped

Processing capacity may be exceeded when the
shared processor pool has spare processing
power.

Yirtual processars

The default virtual processar settings hawve been filled in for you. You may change
the default settings below.

Minimum processing units required for each wvirtual processor . 0,10

Minimum number of virtual processors : 4|
Desired number of virtual processors : 8
Maximum number of virtual processors : | 32

T| |—CanceI_J ’_ﬂelp 'T|

Figure 5-13 Sharing mode properties for a capped shared processor partition

Uncapped shared processor partition

For the most part, the creation of an uncapped shared processor partition profile is identical to
creating a capped shared processor partition profile. In order to create an uncapped shared
processor partition profile, click the Advanced button to bring up the sharing mode dialog. As
shown in Figure 5-14, make sure that the Uncapped radio button is selected. The Weight of
the partition can be changed if the default of 128 is not desired.

Once complete, click OK to close the Sharing Mode Properties dialog, and then click Next >
to proceed to the next panel.
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Sharing modes
¥ou must specify a pracessing sharing made far this partition profile.

) Capped

The processar usage never exceeds the
assigned processing capacity.

® Uncapped tireight 128

Processing capacity may be exceeded when the
shared processor pool has spare processing
power.

Yirtual processars

The default wirtual processar settings hawve been filled in for vou. You may change
the default settings below.

Minimum processing units required for each wvirtual processor © (0. 10

Minimum number of virtual processors : 4
Desired number of wirtual processors : 8
Maximum number of virtual processors : E

. Ou _Cancel Help ?_|

Figure 5-14 Sharing mode properties for an uncapped shared processor partition

5.2.8 Interactive (5250 OLTP) capacity

Depending the particular system model, assigning interactive capacity for the partition profile
may or may not be required. Zero interactive and enterprise edition systems do not require
the interactive feature to be assigned to the profile.

The 5250 OLTP screen will not display on models other than the i520.

5.2.9 Allocate physical I/O resources

The next step in the creation of a partition profile is the allocation of physical 1O resources to
the partition profile (Figure 5-15).

Information about a particular resource can be obtained by selecting the resource and
clicking the Property button.

Resources can be added to the partition profile as either required or desired. A required
resource is needed for the partition to start when the profile is activated. The load source disk
unit is an example of a required resource. Desired resources are assigned to the partition if
they are available when the profile is activated. The absence of a desired resource does not
prevent the partition profile from activating. A tape unit or optical device might be considered
a desired resource.

Multiple items can be selected while holding down the control key and left clicking the items to
be selected. Each additional item may need to be selected twice for it to become highlighted.
A range of resources can be selected while holding down the shift key and then selecting the
first and last item in the range.
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Once selected, add the resources to the profile by clicking either Add as Required or Add as
Desired.

Once complete, click Next > to proceed to the next panel.

Padition Prafile = O

Select desired and required 1O components far this partition profile from the managed system [fO
table below. ¥You can change the required attribute and specify the poal |D, if applicable, by double
clicking the [fO Paool column.

Managed system |0

! Description Lacation Code | Add as required
e BUS 1L O5USE. UUL L =
Add as desired

© 3= Bus 12 US088.001. 14
@ [ Unit US0S88.001.DMNZ1234
@ [ Unit US094.001. 1077717
@ [ Unit US094.001. 107962C
@ [ Unit US094. 001, 109072C
@ 3= Bus 23
@ 3= Bus 24

Properties

1O dewices in the profile

Fequired |I;O Fool Description | Eemaowe

© [ Unit US088.001.1079303 [
© 3 Unit US054.001.108073C [v]

[v]

B

Help B | < Back || Mext > | Cancel

Figure 5-15 Allocating physical I/O to a partition profile

Location codes

Hardware may or may not be identified in the HMC by resource type and model. This
information is provided by the converged Hypervisor only if this information has been
provided to it by the operating system.

In the absence of resource type and models, location codes are used.

Location codes can identify either the physical location of a resource or the logical path that
the system uses to communicate with a particular resource.

Physical location codes
An example of a physical location code is as follows:

U970305010ABCDE-P3-C31
In this location code, the resource is contained in a unit of type 9703, model 050, and has

serial number 10-ABCDE. This resource connects to backplane P3 and is in the connector
labeled C31. The serial number may be omitted if it is not known.
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Logical path location codes
An example of a logical path location code is as follows:

U970305010ABCDE-P3-C31-T2-L23
The first portion (through the T prefix) of the logical path logical code is the physical location

code for the resource that communicates with the desired resource. The string that follows
after the T prefix identifies the particular resource.

Note: It is possible for a device to have more than one logical path location code. An
external tape device that is connected to two 10 adapters would have two logical path
location codes.

5.2.10 Virtual 10 adapters

Virtual 10 adapters give a partition the flexibility to use certain types of resources with
requiring the physical hardware to be present. If the partition will be using virtual 10, make
sure that the Yes radio button is selected. Otherwise, select the No radio button. Once
complete, click Next > to proceed to the next panel (Figure 5-16).

Create Logical Parition Profile - $irtual I

=R oy may create wvirtual Ethernet, serial and 5C51 adapters far this partition profile.
Do wau want to specify virtual [fO adapters?
® Yes, | want to specifyvirtual 1O adapters.
) No
rﬂelp ||a | < Back || Mext = Cancel

Figure 5-16 Specifying virtual 10
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Creating Virtual 10 Adapters
The following virtual 10 adapters can be created:

» Virtual Ethernet
» Virtual Serial
» Virtual SCSI

All virtual 10 adapters reside on a single virtual system bus (Figure 5-17). The maximum
number of virtual adapters is a user editable field that specifies how many virtual 10
adapters can connect to the virtual system bus. Clicking Next > will advance to the next
panel. In order to create a virtual 10 adapter, select the adapter type radio button and click the
Create button.

Slot numbers 0 and 1 are reserved for system use.

Create Logical Patition Profile = Create Viual- WO -adapters = r!! X

YWirtual adapters

Mumber of virtual adapter slots: 10]

Slot Mumber |T\ape |Required
0 Server Serial [¥]
1 Server Serial [¥]
Delete Properties...
Create adapters
(@ Ethernet Create. ..
1 serial
2505
Help B | < Back || Mext = Cancel

Figure 5-17 Creating virtual 10 adapters

Virtual Ethernet

Virtual ethernet allows for high speed (1 gigabit) interpartition communications. The slot
number refers to the position of the virtual ethernet adapter on the virtual system bus. Port
virtual LAN ID is analogous to the current virtual LAN/Ethernet ID. For two partitions to be
able to talk, they will need to have a virtual ethernet adapter that has the same port virtual
LAN ID. Having the virtual ethernet adapter occupy the same slot is not a requirement. See
Figure 5-18.
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Migrating an existing VLAN or virtual ethernet configuration requires special consider. Refer
to the info center article, “Convert your preexisting virtual Ethernet configuration”, at:

http://publib.boulder.ibm.com/eserver/

[ Wirual Ethernet
Slot number: ® 2

Port virtual LAN ID: * 1

[] Trunk adapter

[_] IEEE 802,10 compatible adapter -*

ok || cancer || Hew |7

Figure 5-18 Creating a virtual ethernet resource

Virtual Serial

Virtual serial (see Figure 5-19) allows for the creation of an internal point-to-point connection.
This connection is between the partition and either the HMC or another partition. An adapter
is either client adapter or a server adapter. A client adapter is for a partition that wishes to use
a resource that is provided by a server adapter.

In creating a virtual serial client adapter, the remote partition needs to be specified along with
the slot number containing the virtual serial server adapter on the remote partition. By default,
the HMC gets the console for a hosted guest partition. A pair of virtual serial adapters can be
used to allow another partition to provide console function for the hosted guest partition as
well.

[ irtual Serial
Slot number: ™ E

Adapter Type
® Client
) Server

Connection Information

Remaote partition: -
Eemote partition wvirtual slot number:

[ ok || cancel || Hew |7

Figure 5-19 Creating a virtual serial client resource
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To create a virtual serial server adapter, select Server for the adapter type (Figure 5-20). The
connection information also needs to be specified. Connection information determines who

can connect to the resource.

| Wirtual
[ Wirtual Serial |
Slat number: ™ E

Adapter Type
1 Client

@ Server

Connection Information

L] HMC and any remote partition and slot can connect
L] Any remote partition and slot can connect

] Only selected remote partition and slot can connect
Remaote partition: -
Eemote partition wvirtual slot number:

[ ok || cancel || Hew |7

Figure 5-20 Creating a virtual serial server resource

Virtual SCSI

Virtual SCSI (see Figure 5-21) allows for a partition to use storage resources that physically
reside in another partition. Storage resources include disk, tape, and optical. As with virtual
serial, the Server adapter type is for a partition that is providing the resource, and the Client
adapter type is for a partition that will be using the resource. A pair of virtual SCSI adapters
can be created to provide disk access for a hosted guest partition.

Restriction: i5/0S does not support the use of virtual SCSI resource. An i5/0S partition
can only act a server of virtual SCSI resources to AIX and Linux partitions.

ter Properties

[ Wirtual SC51 Adapter
Slat number: * E

Adapter Type
® Client
) Server

Connection Information

Remote partition: -
Eemaote partition wirtual slot number:

[ ok || cancel || Hew |7

Figure 5-21 Creating a virtual SCSI client resource
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To create a virtual SCSI server adapter, select Server for the adapter type (see Figure 5-22).
The connection information also needs to be specified. Connection information determines
who can connect to the resource. For a virtual disk that contains data that only needs to be
accessed in a read only fashion, allowing Any remote partition and slot can connect would

be okay. For write access, specifying Only selected remote partition and slot can connect
may be a better choice.

dapter Properties

[ Wirtual 5C51 Adapter |
Slat number: ™ E

Adapter Type
1 Client

@ Server

Connection Information
L] Any remote partition and slot can connect

] Only selected remote partition and slot can connect

Remaote partition: -
Eemote partition wvirtual slot number:

[ ok || cancel || Hew |7

Figure 5-22 Creating a virtual SCSI server resource

5.2.11 Tagging partition resources

An i5/0S partition requires certain resources in order to function. These resources include a
load source and console. For install, an alternate restart (D IPL) device is also required. The
wizard will now ask us to tag these resources. Some of the resource tags are optional.

Highlight the desired resource and click the Select button. After the resource is selected, click
Next> to advance to the next panel.
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Load source

The load source is used for IPLs from either the A or B side of the Licensed Internal Code.
Selecting the load source IOP resource specifies what is to be used for regular IPLs and
where to place Licensed Internal Code during an install. See Figure 5-23.

rtition Profile - Lo

Specify the load source-capable |0 device for this profile. Each partition profile requires one load
source-capable [fO device. You can select either the |/O adapter {(0.4) to which the load source is attached ar
the [jO processor {JOP) tao which the load source 10A is attached. If wou don't find the dewice wou want in the list
below, click Back to go to the |fO panel and add the dewvice as a required dewvice.

1O dewices in the profile

Description Lacation Code | Select
@ 2 Unit US094.001,109072C

© 3= Bus 23 U5024.001.109073C-B

FCI /O Processor Us094.001.109073C-B | Eroperties

PCI-X Ultra RAID Disk Co... U5094.001.109073C-B

Empty slot Us084.001.109073C-R
PCI 1Ghps Ethernet UTP Us084.001.109073C-B
Storage controller U094 001 109073 C-B
&35 Bus 24 Us084.001.109073C-B
@ 3= Bus 25 Us084.001.109073C-B

4] [»]

Load source: Clear

Location code:

Help B | < Back || Mext > Cancel

Figure 5-23 Selecting load source IOP resource
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Alternate IPL (restart) device

The Alternate IPL device (Figure 5-24) is used for D mode IPLs when Licensed Internal Code

needs to be installed or restored.

Specify the load source-capable |0 device for this profile. Each partition profile requires one load
source-capable [fO device. You can select either the |/O adapter {(0.4) to which the load source is attached ar
the [jO processaor {JOP) ta which the load source 10A is attached. If wou don't find the dewice wou want in the list
below, click Back to go to the |fO panel and add the dewvice as a required dewvice.

1O dewices in the profile

Description Lacation Code | Select
@ 2 Unit US094.001,109072C

© 3= Bus 23 U5024.001.109073C-B

FCI /O Processor Usng4.001.109073C-B | Eroperties

PCI-X Ultra RAID Disk Co... U5094.001.109073C-B

Empty slot Us084.001.109073C-B
PCI 1Ghps Ethernet UTP Us084.001.109073C-B
Storage controller U5094.001. 105073 C-B
&35 Bus 24 Us084.001.109073C-B
@ 3= Bus 25 Us084.001.109073C-B

4 [v]

Load source:  PCI-X Ultra RAID Disk Controller Clear

Location code: U5094.001.1090732C-B22-C12

Help B | < Back || Hext = Cancel

Figure 5-24 Selecting the Alternate IPL resource
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Operation console device

Selecting the operations console device resource is optional, this was previously called
Electronic Customer Support (ESC). See Figure 5-25.

Specify an optional alternate restart {IPLy device for this partition profile. You can select either the 10 adapter
{104 ta which the alternate restart dewice is attached or the [jO processaor {JOP) ta which the alternate restart
104 is attached. If wou don't find the dewvice wou want in the list below, click Back to gao ta the |0 panel and add
the dewvice to the partition profile as either required or desired.

1O dewices in the profile

Description | Lacation Code | | Select
Froperties

© [ Unit US0BE.001.1079303
© 3 Unit US054.001.108073C

Alternate restart dewice: Clear

Location code:

Help B | < Back || Hext = Cancel

Figure 5-25 Selecting the Operations console device

Some support functions, such as RSSF (Remote Service and Support Facility), require that
an ECS resource is selected. Additional information regarding RSSF can be found in the
registered software knowledge base at:

https://techsupport.services.ibm.com/as400.world/requestir?action=1ogin

Once inside the registered knowledge base, follow this path:

Software Knowledge Base Documents — Remote Support —- RSSF — General
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Console

The console provides a display (Figure 5-26) to interact with the partition. Certain functions,

such as full system saves and dedicated service tools (DSTs), need to be initiated at or from
the console. Chapter 2, “i5/0OS consoles under System i5” on page 31 has more information

regarding the console options that are available on System i5 hardware.

Create Logical Patition Profile = Console Device
¥ou can use the HMC console as wour partition console or specify a consale device as wour partition
console.
Do wau want to use the HMC console?
@ Yes, | want to use the HMC consaole as the partition console.
2 Mo
Help B | < Back || Mext = Cancel

Figure 5-26 Selecting an HMC or different console

Using the HMC as the console

The default option is to use the HMC to provide console function for the partition. If this is
desired, click Next > to advance to the next panel.
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Specifying console resource

If some device other than the HMC is to provide console function, select the radio button
labeled No, | want to specify a console device and click Next > as shown in Figure 5-27.

Create Logical Patition Profile = Console Device

Figure 5-27 Selecting a console other than the HMC
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As when selecting other partition resources, you are now presented with a dialog similar to
the one in Figure 5-28.

Specify the console |fO device far this profile. You can select either the |0 adapter {04 to which the console
device is attached or the 10 pracessor {[OP) to which the console 10A is attached. If wou don't find the device
wou want in the list below, click Back to go ta the /O panel and add the device to the partition profile as either
required or desired.

1O dewices in the profile

Description Location Code | Select
@ 3 Unit US088.001. 1079203
@ 2 Unit US094.001.109072C

@ 5 Bus 23 1U5094.001.10 | Properties

PCIIfO Pracessor US094. 001,10

PCI-¥ Ultra RAID Disk Controller Us094.001.10

Empty slot US094. 001,10

PCI 1Ghps Ethernet UTP Us094.001.10

Starage controller US 094 001,10

Us094.001.10

PCIIfO Pracessor US 054, 001,10

PCI Ultra2 RAID Disk Controller U5094.001.10

PCl Twinaxial Workstation Us094.001.10

; PCl Ultra Magnetic Media Controller  US054 001,10
@ 3= Bus 25 Us094.001.10

4]

Console device | PCIl Twinaxial Workstation Clear

Location code:  US094.001. 109072C-B24-C032

Figure 5-28 Selecting the console resource
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Alternate console

An alternate console can provide console functions if the primary console is not functioning or
not available. Some functions such as operating system install cannot performed from an
alternate console. Selecting an alternate console for a partition profile is optional. See
Figure 5-29.

Specify an optional alternate console device for this profile. You can select either the /O adapter {04 1o which
the alternate console dewice is attached or the 1O pracessor {IOP) to which the alternate console [0A s
attached. If vou daon't find the device vau want in the list below, click Back ta go to the [fO panel and add the
device to the partition profile as either required or desired. To skip this step, click Mext.

1O dewices in the profile
@ 3 Unit US088.0C

Description Location Code | | Select
@ 2 Unit US084.0C
© 35 Bus 23 U5094.001. 109073 C-B23 Properties

&35 Bus 24 Us084.001.109073C-B24

@ = Bus 25 Us084.001. 109073 C-B25

lot COEPCI IO Processor Us084.001.109073C-B25-...
lot COEPCI Ultra Magnetic Media Contraller U094 001, 105073 C-B25-..
lot CO3 PCI Twinaxial Workstation U094 001, 109072C-B25-..
lot COEPCI 100/ 10MBps Ethernet Us084.001.109073C-B25-...
lot CO¢ Ermpty slot Us084.001.109073C-B25-...

Alternate console cewvice: Clear

Location code:

Help B | < Back || Mext = Cancel

Figure 5-29 Selecting the alternate console resource
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5.2.12 Opticonnect

If the partition profile will be using either Opticonnect or HSL Opticonnect, this can be
specified by selecting the appropriate check box as shown in Figure 5-30.

Create Logical Patition Profile = OptiConnect Settings

Figure 5-30 Specifying the opticonnect participation

Chapter 5. Partition creation using the HMC 169



5.2.13 Specifying power control partitions
For a hosted guest partition, the HMC by default gets power control, the ability to power the
partition on and off. Specifying a power control partition allows another partition to have the
same capability. Click Add to add another partition to the power control list for the partition,
and click Next > to advance to the next panel (Figure 5-31).

Create Logical Padition Profile = Power Controlling Patitions

] You may specify power contralling partitions for this partition profile
L. using the fields below.

Power controlling partitions

MNumber of power contralling partitions: 1

Fower controlling partition to add: i50s1(1) || Add
Partition ID' | Partition name Eemaowe

JE

Help B | < Back || Mext = Cancel

Figure 5-31 Specifying power control partitions

5.2.14 Miscellaneous profile settings

Automatically boot when managed system is powered on: This option allows for a
partition profile to automatically IPL when the managed system is powered on from a
powered off state or re-IPLd. It is similar to the System IPL Action in preSystem i5 LPAR

(Figure 5-32).
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[Z] Enahle connection monitoring

Select optional settings for this partition profile using the fields below.

[¥l Automatically start with managed system

Figure 5-32 Miscellaneous partition profile settings

5.2.15 Review profile summary

Before the partition is created, the profile is displayed for final review as shown in Figure 5-33.
If no changes are required, click Finish to have the partition profile created. Otherwise, use

the < Back button to find the desired panel and make the required changes.

~ Create Lagical Partition Profile - Prafile Sumim:

Details.

camplete this wizard.

SWStem narme:
Partition 1D:

Partition name:
Partition emvironment:

Profile name:

Desired memorny

Fheysical IfO devices:

Load source:

Location code:

Console:

Location code:

Alternate restart dewice:

Location code:

Wirtual IfO adapters:

Desired processing units:

This is a summary of the partition and profile. Click Finish to create the partition and profile. To change
any of wour chaices, click Back. You can see the details of the physical /0 dewices wou chase by clicking

You can madify the profile ar pantition by using the partition properties or profile properties after wou

R5-595i
2

iz0s2

i5 /05
profilel

20.0 GB 128.0 MB
8.00

28 Details

PCI-X Ultra RAID Disk Controller
Us084.001.109073C-B23-C12
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Figure 5-33 Partition profile is displayed for review
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5.2.16 New partition profile has been created

Figure 5-34 shows the partition and partition profile. This partition is brand new and requires

that an operating system be installed before the partition can be functional.
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Figure 5-34 The new partition profile has been created
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5.3 Creating another profile for an existing partition

Figure 5-35 shows the flows for creating a partition profile for an existing logical partition. This
is similar to creating a brand new logical partition. Select the partition and right-click. From the
pop up menu, select:

Create — Profile

The Create Partition Profile wizard loads and guides you through the remainder of the
process.

h ement Environmentthmc 0 ibm.

Selected  Wiew Window Help

HEleeln=EEE

Mavigation Area : Server and Partition: Server Management
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Figure 5-35 Starting the create profile process for an existing logical partition
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Each partition profile needs to have a name. After that, the creation of another partition profile
follows the same flow as presented earlier (Figure 5-36).

== A profile specifies how many processars, how much memaory, and which 1/0
devices and slots are to be allocated to the partition.

Shstem name RE5-545i
Partition name : 052
Partition 1D: 2

Profile name : profile2

This profile can assign specific resources to the partition or all resources to the
partition. Click Mext if wou want to specify the resources used in the partition.
Select the aption below and then click Mext if wou want the partition to hawe all the
resources in the system.

[Z] Use all the resources in the system.

Figure 5-36 Specifying a name for the partition profile

Figure 5-37 shows a logical partition that has more than one partition profile. The icon
indicates which profile for the logical partition is the default profile. The default profile
specifies which profile is automatically started when a partition is activated.
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Figure 5-37 The second patrtition profile has been created
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5.4 Changing the default profile for a partition

Changing the default profile is a relatively straightforward operation. From the Servers and
Partitions: Server Management pane, right-click the desired partition. From the pop up
menu, select Change Default Profile (Figure 5-38).

gement Environmen

Console Server Management Selected  Wiew iifinclow  Help

AERADREIEEE

Mavigation Area : Server and Partition: Server Management
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Figure 5-38 Changing the default profile for a partition

Figure 5-39 shows a dialog box that displays the list of profiles that are associated with the
selected partition. From the drop down menu, select the desired partition profile and click OK.

e Defauit Parition-Profie

Ij Select a partition profile fram the list below to be the new default profile.

*

prafilez |

Mew default profile :
profile2 |

[ ok || cancer || mew |7

Figure 5-39 Selecting a new default profile
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Working with the HMC

In addition to providing an interface for creating logical partitions, the Hardware Management
Console (HMC) is used to manage logical partitions once they are created.

In this chapter, we discuss the following topics:

Accessing LPAR functions

Viewing partition properties

Starting and stopping partitions

Performing dynamic LPAR (DLPAR) functions

Performing service functions on partitions

Remote management:

— HMC CLI

— Web SM

» Cross reference of iSeries control panel functions to HMC options

vy VVvYyVvYVvYyYy
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6.1 Accessing LPAR functions

Attention: An HMC can manage multiple servers. Before performing an operation on a
logical partition, make sure that the correct server is selected.

On the HMC, LPAR functions for a logical partition can be accessed in two main ways.
Throughout this chapter, the menu will be referred to as the LPAR functions menu.

Pop up menu
In the navigation area, select the managed system and drill down as follows:
Server and Partition — Server Management

The Server and Partition: Server Management pane is displayed. Expand the Partitions
folder, select the desired partition, and right-click. The pop up menu that is displayed is shown

in Figure 6-1.
ale ement Environmentthmc0T bmocom/Serser and Partitio [ 5
Consale  Server Management Selected View Window Help ¥ [=]
B . O
E=mE 0| Y|E% B T e EEEE
MNavigation Area : Server and Partition: Server Management
Q Management Emironment = |] R5-535i
= [ hmcol.ibm.com : E Ef Partitions
= ] server and Partition | : = [ Partition narme 1
D Frame Managerm| = E Fartition name 2
I server Managerm [ partition prof FIOREries
T System Manager Sed [ Systerm Profiles Crea}e. _ - ’
;E Infarmation Center & Eﬂ R5-5495p DyMEGINE (LEENEE] (PRI b
] Licensed Internal Co| gpen Zﬂzr_ed SSigggnsole :
L] HMC Managerment | PEN CB |c.at.e AR
] Service Applications : SRR AR
n : Shut Downh Partition
Add Managed systerm(s)

Figure 6-1 Accessing LPAR functions via the pop up (context) menu

¥

Ready 7 Objects shown 0 Hidden. 1 Object selacted. hscroot - hmeDl

Selected menu bar item

Select the desired partition using the same method as in “Pop up menu” on page 178. Instead

of right-clicking the partition, from the menu bar, use the Selected menu item. The resulting
menu items are shown in Figure 6-2.
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Figure 6-2 Accessing LPAR functions via the Selected menu bar item

1 Object selected.

6.2 Viewing partition properties

hscroot - hmc01

|

Some of the information concerning a partition is common to the properties of both the
partition and the partition profile. In other cases, specific information can only be found in one
of the two places.

6.2.1 Partition properties

To access the properties for a partition, access the LPAR functions menu and select
Properties. Ceasing the LPAR functions menu is discussed in 6.1, “Accessing LPAR
functions” on page 178.

General

As shown in Figure 6-3, the General tab displays basic information about a logical partition.
The partition Name and ID are values that were assigned during partition creation. The
partition Environment identifies what type of operating system is installed on the partition,
and the OS version identifies which release of that operating system.

If the partition is active, IPLd, the Current profile reflects which partition profile was specified
when the partition was activated. The System value reflects the machine type/model and
serial number of the managed system that contains this partition. Partition status is reflected
in the State of the partition. Some common states are shown in Table 6-1.
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Table 6-1 Partition states and their meaning

State Description

Off The partition is powered off.

Power On The partition is in the process of powering on.

On The partition’s operating system is running.

Power Off The partition is in the process of powering off.

Failed The partition has encountered an error in the early IPL path.

Unit Attention The partition encountered a run time failure. Check the reference code for the
partition and take the appropriate action.

The Resource configuration value indicates if the partition profile is bootable. Possible
values are:

» Configured (bootable)
» Not configured (not-bootable)

A profile is considered not bootable when a critical resource is not present. Examples would
include insufficient processors and memory to meet the minimum requirements. Also, if a
partition is powered off and not part of a workload management group, the Hypervisor can
steal resources that are needed by other partitions. So, if a critical O resource is no longer
present, due to a hardware failure or having been removed, the profile is not bootable as well

(Figure 6-4).

Partition Properties s Parition name 1@ hmc0l fbm.cam.

General | Hardware r\u’inual Adaptérs YSemngs r_Other

Q Partition Properties

Name :

1D :
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Resource configuration :

05 version :

Current profile :

System :

@tionmel
1

i5/08
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Off

Configured
0.0.0.0.0.0

Partition profile 1

9406-595"595ICEC

Reference Code |

|

ok || camcel || Hew |?]

Figure 6-3 The General tab of the partition properties dialog
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Hardware

The Hardware tab shows which hardware resources are currently in use by the partition.
There are two sub-tabs on this dialog. One lists the I/O resources, and the other lists both
processors and memory.

/(o]

The I/0 sub-tab (Figure 6-4) shows which I/O resources are currently assigned to the
partition. The hierarchical view can be expanded to display which buses within a given unit
are available to a partition. An individual system bus can be further expanded to display which
individual 10 slots are allocated to the partition.

Information about the type and model of a particular card residing in a given slot is only
displayed if the converged Hypervisor has informed the HMC. In order to obtain this
information, the converged Hypervisor depends on being directed by the operating system
that owns and uses that particular slot. The converged Hypervisor does not query the slot
itself for this information (Figure 6-5).

Partition Properies : Partition name 1@ hmcdi ibm.com = S L._E

fGeneraI rHardware r\-’inual Adapters T/Settings rOIher rReference Code |

1§0 | Processars and Memary |

The table below details the current I/ 0 usage for this partition.

Current |PDD| 10 Type - M. | Serial Number

¢ &
@ [ Unit US088.001.0MZ1234 e
3 Unit US094.001. 1077717 =
@ [ Unit US094.001. 107962 =

Advanced. .

[ ok | cance || Hew |7

Figure 6-4 Hardware - I/O tab on the partition properties

Processors and Memory

The Processors and Memory sub-tab (Figure 6-5) displays the current processing
configuration for the partition. The minimum, maximum, and current values for processing
units and virtual processors is displayed. The processor Sharing mode identifies what kind of
processors are being used: dedicated, capped shared, and uncapped shared. For an
uncapped partition, the partition weight is also displayed.
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Allow shared processor utilization authority indicates if the partition has the authority to
view utilization information of the entire shared processor pool. Without this authority, the
partition can only obtain shared processor pool information about itself.

Under Memory, the minimum, maximum, and current values are displayed.

inc Ot ibm.cam E E

(" General | Harcware | Virual Adapters | Serings | Other | Reference Code

Paritich- Propetties - Padition name

If0 [ Processors and Memo
Processing

9
g é Below are this partition's processing settings

Minimum Maximum Current
Processing units : 2 10 4
Yirtual processaors 2 32 4

Sharing mode Capped

[ Allow shared processor pool utilization authority

Mermary

Winin] Detailed below are this partition's memaory allocation settings

Minimum Maximum Current
Memory settings © 4 GB O MB 16 GB O MB 10 GB 512 MB
[ ok [ cance || Hen o]

Figure 6-5 Hardware - Processors and Memory tab on the partition properties

Virtual Adapters

If the partition has any configured virtual 1/O adapters, they are shown on the Virtual
Adapters tab (Figure 6-6) of the partition properties dialog. There are separate sub-tabs for
virtual ethernet, serial, and SCSI adapters.

| Fartitioh Pragertics : Partition name T @ hmc0l. b, com
fGeneraI rHardware Virtual Adapters || Settings rOlher rREference Code |

== The tabs below detail the virtual adapter slots this partition has configured.
Mumber of virtual adapters: 10
Ethernet [ Serial [ SCsl |
Slotid | Type | Port Virtual LAN 1D | Additional Yirtual LAN IDs
Z IEEE 1
[ ok || cancer || Hew |7

Figure 6-6 Virtual devices tab on partition properties dialog
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Settings

The Settings tab (Figure 6-18 on page 192) shows information about partition boot, service
support and tagged I/O.

For partition IPL source and mode settings, refer to 6.3.1, “Changing IPL side and mode” on
page 191. Automatically start with managed system specifies if a partition to perform an
IPL when the entire managed system is IPLd. The default partition profile is started in this
case. If unchecked, the partition would need to be manually started after the managed
system is IPLd.

Service partition setting indicates if this partition is identified as the service partition. In the
absence of the HMC, the service partition can report software and hardware errors to IBM.

The tagged I/O section identifies which resources are marked for special purpose functions
like the load source and console.

Other

The Other tab (Figure 6-7) shows information about this partition’s participation in an eWLM
group under the Workload Management section. If this partition provides power control for a
hosted guest partition, that is displayed under the Power Controlling Partitions section. The
Communication section shows information regarding HSL Opticonnect and Virtual
Opticonnect.

_Partition Properties : Partition name 1 @ hmcOTibm.com =— BN

r GCeneral r Hardware rVinuaI Adapters rSeuings f"Olher Reference Code |
‘Workload Management

%C? Partition workload group : 32760

New partition workload group : ﬂ
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. Maximum power controlling partitions :

Pantition D Fartition Mame

Communication
g:g High Speed Link (HSL) OptiConnect pool: 0

Virtual OptiConnect pool : 0

ok || cancel |[ mem 2]

Figure 6-7 Other partition properties

Reference Code

For an explanation of the Reference Code tab, see 6.5.1, “Displaying reference code
information” on page 199.
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6.2.2 Partition profile properties

184

This section covers the properties available for partitions through the tabs at the top of each
properties pane.

General

As with the General tab for partition properties in Figure 6-3 on page 180, the partition
profiles General tab (Figure 6-8) displays some basic information about a partition profile.
The System Name is the managed system that contains this partition and partition profile.
Partition ID, Partition Name, and Partition environment, are identical to what is displayed
on the General tab for partition properties (6.2.1, “Partition properties” on page 179). Profile
name reflects the name of the selected profile.

Loglcal Parition Profile Propeties: Partition profile 1 @ R5-535]

| Tagged /0 | Virual IfO | OptiConnect | Power Controlling | Settings |
General Memary Processors r Physical 1/ 0 |

B Partition Profile Properties
Profile name: Partition profile 1
Partition name: Partition name 1
Partition ID: 1

Partition environment : i5705

System name: R3-595i

[ ok ][ cancer | [ mep [2]

Figure 6-8 Partition profile General tab

Memory

The Memory tab (Figure 6-9) displays information about the profile’s memory configuration. If
desired, changes to the profile’s memory configuration can be made here. These are not
dynamic LPAR (DLPAR) changes and will take affect when this profile is next restarted. For
DLPAR memory changes, refer to the memory portion of 6.4, “Performing dynamic LPAR
(DLPAR) functions” on page 195.

The concepts of minimum, desired, and maximum memory are discussed in 5.2.6, “Partition
memory” on page 148.
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Eogical Panition Profile Praperties: Partition profile

Tagged [jO rV\nuaI 1O rODUCUHHEU rPuwer Controlling rSemngs \
General Memo Processors r Physical 1§ 0 |

Detailed below are the current memory settings for this partition profile.

Installed memory (MB): 11534336
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Figure 6-9 Partition profile Memory tab

Processors

The Processors tab displays information about the profile’s processor configuration. There
are two distinct views, depending on processing mode: Dedicated (Figure 6-10) and Shared
(Figure 6-11).

Depending on the processing mode, either Total managed system processors or Total
managed system processing units reflects the total processing capacity that the physical
system can provide.

If desired, changes to the profile’s processing configuration can be made here. These are not
dynamic LPAR (DLPAR) changes and will take affect when this profile is next restarted. For
DLPAR processor changes, refer to the processor portion of 6.4, “Performing dynamic LPAR
(DLPAR) functions” on page 195.

The concepts of minimum, desired, and maximum processors are discussed in 5.2.7,
“Partition processors” on page 149. For an uncapped shared processor partition, the partition
weight can also be adjusted. The distinctions between capped shared and uncapped shared
are discussed in Chapter 1, “Introduction to LPAR on IBM System i5” on page 1.

Allow idle processors to be shared specifies if a partition with dedicated processors should
have those processors available for use by an uncapped partition. The sharing of the
dedicated processors could only occur if the partition with the dedicated processors was
powered off or otherwise unavailable. In the majority of cases, this box should be checked.
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Tagged |f0 I/\r\rlua\ 1fQ rOpuCUnnect rPuwer Controlling rSetlmgs |
General I’ Memory Processors

1 Fhysical 1/0 |

Frocessing mode
® Dedicated
) shared

Dedicated processors
Total managed system processors: 32
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Desired processors :
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[v] Allow idle processors to he shared.

2
% é Detailed below are the current processing settings for this partition profile,

[ ok [ cancel |[ Hew |2

Figure 6-10 Partition profile Processors tab for dedicated processors

The processor properties of a shared processor partition profile is somewhat different. As with
dedicated processors, changes to the profile’s processing configuration can be made here.
These are not dynamic LPAR (DLPAR) changes and will take affect when this profile is next
restarted. For DLPAR processor changes, refer to the processor portion of 6.4, “Performing
dynamic LPAR (DLPAR) functions” on page 195.
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g
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Figure 6-11 Partition profile Processors tab
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Physical I/O

The Physical I/O tab (Figure 6-12) identifies what physical I/O is available on the entire
system and what is assigned to profile. Changes to the profile’s allocation of physical I/O
adapters can be performed here.

These are not dynamic LPAR (DLPAR) changes and will take affect only when this profile is
next restarted. For DLPAR physical adapter changes, refer to the physical adapter portion of
6.4, “Performing dynamic LPAR (DLPAR) functions” on page 195.

Adding a resource as required or desired is discussed in 5.2.9, “Allocate physical 1/0
resources” on page 155.
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Figure 6-12 Partition profile Physical I/O tab
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Tagged I/O resources

The Tagged I/0 tab (Figure 6-13) identifies which resources are selected to perform partition
critical functions. Some of these, like load source and console, are required for the profile to

start. Others, such as alternate restart device, alternate console, and operations console, are
only required in particular circumstances.

Any of these resources can be changed by clicking Select and choosing a new resource.
These changes take effect the next time the profile is restarted.

artition Profile Propedies: Partition profile 14
Physical /O [ Tagged |/0 Yirtual 1jo romw(:nnnec[ I’iner Controlling rSemngs |
General r’ Memary r Processors |

D Tagged I/ O devices for this partition profile are detailed below.

Load source

Description:  PCI 1O Processor Select...

Location code: US088.001.DNZ1234-P3-C06

Alternate restart device

Description:  PCI Fibre Channel Disk Controller Select...

Location code: US094.001.107962C-B13-C15

Caonsole

[¥l Use HMC consale

Alternate cansole

Description: Select

Location code: None

Qperations Consale

Description: Select.

Location code: None

o [ e | 10 [

Figure 6-13 Tagged I/O devices defined in a partition profile

188 Logical Partitions on System i5



Virtual I/O resources
For details on the Virtual I/O tab, see 6.4.4, “Virtual IO adapters” on page 197.

Opticonnect
The Opticonnect tab displays the profile’s opticonnect settings (Figure 6-14). Changing the
virtual opticonnect setting takes effect on the next restart of the profile.

F Physical 1/0 rTagged I1fO r\t’inual 1/0 | optiConnect | Pawer Contralling rSemngs

General r Memary Processars |

g:g Set OptiConnect settings below.

[ Use wirtual OptiCannect

[ Use High Speed Link (H5L) OptiConnect

[k || cancel || Hew |7

Figure 6-14  Profile opticonnect settings

Power Controlling

The Power Controlling tab (Figure 6-15) shows if this partition profile has power control for a
hosted guest partition. Guest partitions can be removed from the list and added up to the
maximum.
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Figure 6-15 Partition profile Power Controlling tab

Settings

The Settings tab (Figure 6-16) of the partition profile dialog has the following options for a
partition profile:

» Enable Service connection monitoring
» Automatically start when the managed system is powered on

Figure 6-16 Partition profile Settings tab

190  Logical Partitions on System i5



6.3 Starting and stopping partitions

One of the more common partition tasks involves starting and powering down partitions. In
this section we discuss the following tasks:

Changing the IPL side and mode for a logical partition
Manually starting a powered off partition

Restarting an operational partition

Powering down a partition

vyvyyy

6.3.1 Changing IPL side and mode

In order to change the IPL side (A,B, or D) and mode (manual or normal) for a logical
partition, perform the following steps:

1. Access the LPAR functions menu using one of the methods in 6.1, “Accessing LPAR
functions” on page 178.

2. From the LPAR function menu, select Properties. You will see a dialog similar to the one
in Figure 6-17.

Partition Properies< Pafition name 1@ hmeod ibm.cam =% %’?
[General | Hardware | Wirtual Adapters | Settings | Other | Reference Code
B Partition Properties
Name: |Par1i1iun name 1
ID: 1
Envirenment : ia/05
State : Running
Attention LED ; Off
Resource configuration:  Configured
0S version : 0.0.0.0.0.0
Current profile : Partition profile 1
System: 9406-595*5951CEC
[ ok || cancel || Hew |7

Figure 6-17 Partition properties dialog

3. Select the Settings tab. This dialog is shown in Figure 6-18.
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Keylock position : Mormal -
Automatically start with managed system : Enabled

Sence and suppart

IK Connection monitoring : Disabled

Service partition setting : Disabled

Tagged IO

D Load source : US088.001.DMNZ1234-P3-C06 [ PCI 1/ O Processor
Alternate restart device : U3094.001.107962C-B13-C15 / PCI Fibre Channel Disk Con...
Console : Slot 1 / Virtual I/ 0
Alternate console :

Operations Console direct:

ok || cancer || Hew 2]

Figure 6-18 Partition settings
4. In the Boot section of the dialog, the IPL Source and Keylock position can be changed
from their respective pull down menus.

5. Click OK once the desired changes have been made.

6.3.2 Starting a powered off partition

To IPL a partition involves activating that partition profile:

1. If needed, set the desired IPL side and mode as referenced in 6.3.1, “Changing IPL side
and mode” on page 191.

2. From the LPAR functions menu, select Activate. A dialog like the one in Figure 6-19 is
shown.

3. From the list of partition profiles shown, select the one to activate.

4. After the desired profile is selected, press OK to start the activation process. See
Figure 6-19.

g Select a profile below to activate the logical partition with.

Partition name : Partition name 1

Partition profiles

[anather Profile of partition 1
Partition profile 1

[Z] Open a terminal window or consale session Adbvanced...

[ ok || cancel || Hew 2]

Figure 6-19 Selecting the profile to activate
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Note: Activating a second profile for an active partition is not allowed and results in an
error. To switch profiles for an active partition, the first profile needs to be deactivated
(powered off) before the second profile can be activated (powered on).

6.3.3 Restarting a running partition

The preferred method of restarting an active partition is to issue the following command:

PWRDWNSYS OPTION(*CNTRLD) DELAY(user specified delay) RESTART(*YES)

The default delay time for a controlled power down is 3600 seconds or one hour. Depending
on the particular circumstances, this value may need to be changed. A logical partition can
also be restarted using the HMC GUI:

1.

2. Select Restart Partition. A dialog like the one in Figure 6-20 on page 193 is shown.

Access the LPAR functions menu using one of the methods in 6.1, “Accessing LPAR

functions” on page 178.

3. Several options are listed for reboot type. Immediate should rarely be used, if at all. Dump
and Dump Retry are discussed in 6.5.3, “Performing main storage dumps” on page 200.

Attention: Except under the direction of your next level of support, the use of the
Immediate reboot option is discouraged. This is an abnormal end of the system. Improper
use can result in an extremely long IPL and potentially in damaged objects.

4. Select the restart type and press OK to start. See Figure 6-20.

Restart Paition

Choose one of the options below to restart the selected logical partitions.

For i3/ 0S logical partitions, use this window only if you cannot restart the
i5/0S logical partition from the command line of the operating system.
Using this window to restart an i35/ 05 logical partition will result in an
abnormal IPL

Festart Options
) Dump Initiate a main storage or system memory dump on the
- logical partition and restart the logical partition when
complete,
) Immediate - Restart the logical partition as quickly as possible,
. without notifying the logical partition.
® Dump Retry: Retry a main storage or system memory dump for the
N logical partition and restart the logical partitions when
complete.

Selected partitions for restart

Fartition 1D Fartition Mame
1 Partition name 1

| oK || Cancel || Help \|9|

Figure 6-20 Partition restart options
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6.3.4 Stopping (powering down) a running partition
The preferred method of powering down an active partition is to issue the following command.
PWRDWNSYS OPTION(*CNTRLD) DELAY(user specified delay) RESTART(*NO)

The default delay time for a controlled power down is 3600 seconds or one hour. Depending
on the particular circumstances, this value may need to be changed.

In cases where a command line is not available due to a partition loop or wait state, the
partition can be brought down as follows.

Tip: In the case of either a partition loop or wait, it is highly recommended to capture a
main storage dump (MSD) of the partition. It is not required, but without a MSD, problem
diagnosis and resolution is often severely restricted.

Refer to 6.5.3, “Performing main storage dumps” on page 200 for additional information.

1. Access the LPAR functions menu using one of the methods in 6.1, “Accessing LPAR
functions” on page 178.

2. Select Shut Down Partitions. A dialog like the one in Figure 6-21 is shown.
3. Choose the desired shutdown type:

— Delayed: This option is delayed power off and is the same as pressing the power
button twice on a stand-alone machine or taking option 7 from the virtual panel. The
operating system does not have an opportunity to shut down, but changed pages are
written out to disk.

— Immediate: This option is an immediate power down and is the same as panel function
8.

Note: When choosing between shutdown types, use Delayed first, and then select
Immediate only if the delayed shutdown has not been progressing for several minutes.
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4. After selecting the desired shutdown type, press OK to start the shutdown process. See
Figure 6-21.

i Choose one of the shutdown options below to power off the selected

Shut Down Partitions

logical partitions.

For 15/ 05 logical partitions, use this window only if you cannot shut down
the 15705 logical partition from the command line of the operating system.
Using this window to shut down an i3/ 0S5 logical partition will result in an
abnormal IPL

Shutdown Options

Selected partitions for shutdown

@ Delayed:  Shut down the logical partition by starting the delayed
- power- off sequence.

3 Immediate: Shut down the logical partition as quickly as possible,
. without notifying the logical partitions.

Partition 1D

|Par‘titi0n MName

1

Partition name 1

| ok

|| Cancel || Help ||?|

Figure 6-21 Partition shutdown options

Attention: Both delayed and immediate shutdown types are considered abnormal system
ends and longer IPL times may result. Damaged objects are also possible. An immediate
shutdown is more likely to result in an abnormal IPL.

6.4 Performing dynamic LPAR (DLPAR) functions

Dynamic LPAR (DLPAR) can be performed against the following types of resources:
» Physical Adapters

» Processors
» Memory
»

Virtual 10 Adapters

6.4.1 Physical adapters

In this section we discuss dynamic LPAR (DLPAR) operations on physical adapters.

Figure 6-22 shows how to access the physical adapter DLPAR options.

QES\.'Stem Profiles
M r5-595p

= [} rR5-595i
= Ef Partitions
# [ Partition nan I; -
roperties
= [ Parntition nam] i
, . Create »
Partition =

Dwnamic Logical Partitioning
Open shared 5250 console
Open dedicated 5250 consaole
Eestart Partition

Shut Down Partition

»

Phrysical Adapter Eesources » | adg
Processor Resources » Eemo\re
Memory Resources » M_o\re
Wirtual Adapter Resources  k =

Add Managed Systemis)

Figure 6-22 DLPAR functions for Physical Adapter Resources
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In order to add, move, and remove physical adapters using DLPAR, perform the following
steps:

Add

Dynamic Logical Partitioning — Physical Adapter Resources — Add

Remove
Dynamic Logical Partitioning — Physical Adapter Resources — Remove

Move
Dynamic Logical Partitioning — Physical Adapter Resources — Move

6.4.2 Processors

In this section we discuss dynamic LPAR (DLPAR) operations on processors.

Figure 6-23 shows how to access the processor DLPAR options.

= [| r5-595i
B ER Partitions
[Z] Partition nama 1
= [ Partition nar| Froperies
Partition |_Create » |

[ System Profiles Dynamic Logical Partitioning  » | Physical Adapter Resqurces b
‘-’E R5-595p Open shared 5250 console Frocessor Resources » Add

Shut Down Partition

Open dedicated 5250 console Memory Resources Y| Remove
Restart Partition virtual Adapter Resources b | wove

Add Managed Systemis)

Figure 6-23 DLPAR functions for Processor Resources

In order to add, move, and remove processor resources using DLPAR, perform the following
steps:

Add

Dynamic Logical Partitioning —» Processor Resources — Add

Remove
Dynamic Logical Partitioning — Processor Resources - Remove

Move
Dynamic Logical Partitioning — Processor Resources — Move
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6.4.3 Memory

In this section we discuss dynamic LPAR (DLPAR) operations on memory.

Figure 6-24 shows how to access the memory DLPAR options.

= [ rs-595i
B ER Partitions
[ Partition narpe 1
= [ Partition nan FIOperties

Partition |_reate b
QES\.'Stem Profiles Dwnamic Logical Partitioning » Physical Adapter Resources b
‘-’E R5-595p Qpen snar.ed 5250 console Frocessor Resources »
Open dedicated 5250 consaole Memary Resources »
Restart Partition virtual Adapter Resources b

Shut Down Partition

Add Managed Systemis)

Figure 6-24 DLPAR functions for Memory Resources

In order to add, move, and remove memory resources using DLPAR, perform the following
steps:

Add
Dynamic Logical Partitioning — Memory Resources — Add

Remove
Dynamic Logical Partitioning —» Memory Resources —> Remove

Move
Dynamic Logical Partitioning —» Memory Resources — Move

6.4.4 Virtual 10 adapters

While other dynamic LPAR (DLPAR) functions are performed at the partition level, creating
additional virtual 10 adapters or deleting ones that are no longer required is performed
against a particular partition profile.

As shown in Figure 6-25, right-clicking a profile will display its context menu. From the context
menu, select Properties.

= i r5-595i
= Ef Partitions
+ [ Partition name 1
= 2 Partition narme 2
Partition profil==. -
QES\.'Stem Profiles P EiEs
5 c.ﬂ RE-595p Copy Ctrl-C

Add Managed Systemis)

Figure 6-25 Displaying properties for partition profile

From the properties dialog, select the Virtual I/O tab. Figure 6-26 shows a sample virtual 10
adapter listing for a partition profile.

As shown in Figure 6-26, the properties on an existing virtual 10 adapter can be displayed by
selecting that 10 adapter and clicking Properties. From the properties dialog, the settings for
a virtual 10 adapter can also be changed.
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Physical /0| Tagged 10 | Wirual i0_| OptiConnect | Power Controlling | Settings
General Memaory Frocessars

=250 Detailed below are the viftual adapters created in this partition profile.

Virtual adapters

Mumber ofvirtual adapters : 10

Slot Mumber |Type |Required
0 Server Serial [¥]
1 Server Serial [¥]
Delete Froperies...
Create adapters
(@ Ethernet
) Zerial Create... |
215081

| QK_A Cancel | Help |j

Figure 6-26 Virtual I/O properties for a partition profile

Create

Before creating a virtual IO adapter, increase the Number of virtual adapters, if required, to
accommodate the additional adapters. To create a virtual |0 adapter, select the desired
adapter type and click Create.

For additional discussion on creating virtual 10 adapters, refer to the following headings under
5.2.10, “Virtual IO adapters” on page 157:

» Virtual Ethernet - 5.2.10, “Virtual IO adapters” on page 157
» Virtual Serial - 5.2.10, “Virtual IO adapters” on page 157
» Virtual SCSI - 5.2.10, “Virtual 10 adapters” on page 157

Delete

If a particular virtual 10 adapter is no longer required, it can be deleted. Select the adapter
and select Delete.

Properties
The Properties button will display properties of selected virtual I/O adapter.

6.5 Performing service functions on partitions

For information about accessing the LPAR functions menu, see 6.1, “Accessing LPAR
functions” on page 178.
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6.5.1 Displaying reference code information

In order to display reference code information for a partition, select Properties from the LPAR
functions menu. Select the Reference Code tab on the properties dialog, as shown in
Figure 6-27.

Fartition Properties: Partition-name 1@ hmcltibm.com

fGeneraI rHardware r\-’ir‘tual Adapters rSettings rOther rReference Code

The current reference code is displayed below. To display the reference code history, select the
number of entries to retrieve below.

Time Stamp Feference Code

Yiew history : Ow Details

[ ok || cancel || Hew |7

Figure 6-27 Displaying reference code information for a partition

6.5.2 Posting DST to the console

Dedicated Service Tools (DST) can be posted to the partition console during normal runtime.
This allows for the majority of DST functions and options to be accessed while the partition is
running without the need for a manual IPL. In order to post DST for a partition, the partition
needs to be in manual mode.

Note: Posting DST disconnects any running console job. Before posting DST, sign off the
console.

In order to post DST to the partition console, perform the following steps:

1. Expand Service Applications from the Navigation Area on the left side of HMC window,
click Service Focal Point.

2. Click Service Utilities.

3. Select desired system unit, then click the Selected pull down menu to select Operator
Panel Service Functions....

4. Select a partition to which DST will be posted, click Partition Functions pull down menu.

5. Select Activate Dedicated Service Tools (21) - i5/0S to post DST to the partition
console.
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You will need to signon to DST with the appropriate service tools user ID and password, as
shown in Figure 6-28.

Cperator Panel Service Functions

Partition Functions | System Functions
Artivate Dedicated service Toals (21) - 5705 i Partition and then
Disable Eemote Service (65) - i5 fO5
Enable Eemote Service (6€) - i5 fO5
Disk Unit [OP Reset f Eeload (67) - i5 f05
Concurrent Maintenance Power Off Domain (68) - i5 f05

Concerrent Maintenance Power an Domain {63) - i5 f05
= Type

10P Contral Starage Dump (7O - i5 05 5,05

Partition name 2 2 i5 /05

[v]

| Clase || Help ||?|

Figure 6-28 Posting DST to partition console

6.5.3 Performing main storage dumps

Attention: Perform a main storage dump under the direction of your next level of support.
Incorrect use of this service tool can result in unnecessary down time and loss of debug
information.

A main storage dump (MSD) is the contents of main storage, that is, system memory or RAM,
from a single moment in time. Main storage dumps can either be initiated automatically by the
partition in response to a severe Licensed Internal Code error, or manually by the user. In
order to manually initiate a main storage dump, the partition needs to be in manual mode.

Manually, a main storage dump is initiated as follows:

1. If the partition is not in manual mode, change the mode to manual. See 6.3.1, “Changing
IPL side and mode” on page 191 for additional information.

2. Bring up the reboot dialog for the partition (6.3.3, “Restarting a running partition” on
page 193) and select Dump and then click OK.

Retry MSD IPL

During MSD processing there is a special short IPL before the MSD can be viewed or copied
to either disk or media. This IPL is called the MSD IPL. In the event of an error, this IPL can
be retried without losing the contents of main storage that have not yet been saved for
diagnostic purposes.

The retry MSD IPL is initiated as follows:

1. If the partition is not in manual mode, change the mode to manual. See 6.3.1, “Changing
IPL side and mode” on page 191 for additional information.

2. Bring up the reboot dialog for the partition (6.3.3, “Restarting a running partition” on
page 193) and select Dump Retry and then click OK.

6.5.4 Working with remote service

The remote service support communications line is used is used by Operations Console (see
Figure 6-29). Support tools like RSSF (Remote Service and Support Facility) can also use
this line. From the HMC GUI, this line can be activated or deactivated.
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Ciperator-Pan vice Functions

Partition Functions | System Functions
Artivate Dedicated service Toals (21) - 5705 & Partition and then
Disable Eemote Service (65) - i5 fO5
Enable Eemote Service (6€) - i5 f05
Disk Unit [OP Reset f Eeload (67) - i5 f05
Concurrent Maintenance Power Off Domain (68) - i5 f05

Concerrent Maintenance Power an Domain {63) - i5 f05
= Type

10P Contral Starage Dump (7O - i5 05 5,05

Partition name 1 1 i5 /05

| Clase || Help ||?|

[v]

Figure 6-29 Activate and Deactivate remote service functions

In order to activate the remote service communication, perform the following steps:

1. Expand Service Applications from the Navigation Area on the left side of HMC window,
click Service Focal Point.

2. Click Service Utilities.

3. Select desired system unit, then click the Selected pull down menu to select Operator
Panel Service Functions....

4. Select a partition, and click the Partition Functions pull down menu.
5. Select Enable remote Service (66) - i5/0S to enable remote service communication to
selected partition.

This function will attempt to activate the remote support communications line. Reference
code D1008066 is posted if the line activation was successful. The reference code D1008065
indicates that the line failed to activate.

In order to activate the remote service communication, perform the following steps:

1. Expand Service Applications from the Navigation Area on the left side of HMC window,
click Service Focal Point.

2. Click Service Utilities.

3. Select desired system unit, then click the Selected pull down menu to select Operator
Panel Service Functions....

4. Select a partition, and click the Partition Functions pull down menu.
5. Select Disable remote Service (65) - i5/0S to disable remote service communication.
This function will attempt to deactivate the remote support communications line. Reference

code D1008065 indicates that the line is no longer active.

6.5.5 Deleting a partition

If a logical partition is no longer needed, you can delete the partition and all of the associated
profiles.

Important: While the partition may no longer be required, save any required user data
before deleting the partition.
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To delete a partition, access the LPAR functions menu and select Delete. A confirmation
dialog is displayed. Click OK to confirm the partition delete or Cancel to back out the request,
as shown in Figure 6-30.

Delete Logical Patitian

You are about to delete the partitions listed below
and their related profiles.
Do you want to continue?

Partition IO | Partition Mame
2 Partition name 2
| ok || cancet || Hew |7

Figure 6-30 Confirming the deletion of a logical partition

Deleting a partition profile
If a partition has more than one partition profile, rather than deleting the entire partition, only
the profile that is no longer needed can be deleted.

Restriction: An active or default profile cannot be deleted. The profile would need to be
made inactive or another profile made default before the original profile could be deleted.

In order to delete a partition profile, select the profile and right click. From the pop up menu,
select Delete as shown in Figure 6-31.

= L RCHASSS #1 Partition
[ 4 virtual Processors
m a really long profile na

4] CEC plus diskbut4 | Loperies
Delete Delete
EE] Systemn Praofiles —
Copy Ctrl-C

Add Manaoed Systemi(s)

Figure 6-31 Deleting a partition profile

A confirmation dialog is displayed in Figure 6-32. Click OK to confirm the partition profile
delete or Cancel to back out the request.

— —  Delete Partition Profile
i Are you sure you want to delete profile¢s) from the

list below?

Partition M... | Profile
Partition n... | Another Profile

[0],8 Cancel Help ?

Figure 6-32 Confirming the deletion of a partition profile
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6.5.6 Working with IOP functions

In this section we discuss operational considerations and actions that can be performed on
IOPs while the system is running.

IOP reset (disk unit IOP reset/reload)
An IOP reset is only valid when certain disk unit subsystem error codes are posted.

Attention: Perform a disk unit IOP reset under the direction of your next level of support.
Incorrect use of this service tool can result in unnecessary down time and loss of debug
information.

This function performs a reset of the disk unit IOP and instructs the IOP to reload its
microcode. See Figure 6-33.
Manually, you can initiate disk unit IOP reset/reload by performing the following steps:

1. Expand Service Applications from the Navigation Area on the left of HMIC window, click
Service Focal Point.

2. Click Service Utilities.

3. Select desired system unit, then click the Selected pull down menu to select Operator
Panel Service Functions....

4. Select a partition, and click the Partition Functions pull down menu.
5. Select Disk Unit IOP Reset / Reload (67) - i5/0S.

Operator Fanel Service Functions

Partition Functions | System Functions

Activate Dedicated Service Tools (21) - i5/05 Partition and then
Disable Remote Service (65) - i5 /05

Enable Eemote Service (6&) - i5 f05

Disk Unit IOP Reset / Reload (67) - i5f05

Concurrent Maintenance Power Off Domain (68) - i5 05

Concerrent Maintenance Power an Domain {63) - i5 f05
= Type

_10P Con_trol Starage Dump (70) - i5 05 5,05

Partition name 1 1 i5 /05

Figure 6-33 Resetting a disk unit IOP

IOP control storage dump

Attention: Perform an IOP control storage dump under the direction of your next level of
support. Incorrect use of this service tool can result in unnecessary down time and loss of
debug information.

This function dumps the contents of service processor memory to a predefined space on the
load source disk unit and initiates a reset and reload of the service processor. See
Figure 6-34.
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Manually, you can initiate IOP control storage dump by performing the following steps:

1. Expand Service Applications from the Navigation Area on the left side of HMC window,
click Service Focal Point.

Click Service Utilities.

Select desired system unit, then click the Selected pull down menu to select Operator
Panel Service Functions....

Select a partition, and click the Partition Functions pull down menu.
Select IOP control storage dump (70) - i5/0S.

Functions f; E

Partition Functions | System Functions

Artivate Dedicated service Toals (21) - 5705 & Partition and then
Disable Eemote Service (65) - i5 fO5

Enable Eemote Service (6€) - i5 fO5

Disk Unit [OP Reset f Eeload (67) - i5 f05

Concurrent Maintenance Power Off Domain (68) - i5 f05

Concerrent Maintenance Power an Domain {63) - i5 f05 :I_
= Type

10P Contraol Storage Dump (703 - i5 05 5,05

Partition name 1 1 i5 /05

[v]

| Clase || Help ||?|

Figure 6-34 IOP control storage dump

6.5.7 Concurrent Maintenance Power Domain

Attention: Perform power domain functions under direction of your next level of support.
Incorrect use of this service tool can result in unnecessary down time.

Concurrent maintenance allows for towers, individual slots or drive bays to be powered off for
removing and installing hardware. This way, the entire platform does need to be down for
most hardware actions, as shown in Figure 6-25.

Partition Functions | System Functions

Activate Dedicated Service Tools (21) - i5/05 & Partition and then
Disable Remote Sendce (65) - 05705

Enable Eemote Service (6€) - i5 /05

Disk: Unit 10P Reset § Reload (87) - i5/05

Concurrent Maintenance Power Off Domain (68) - 5,05

Concerrent Maintenance Power on Domain (69) - i5 /05 Tome
10F Contral Storage Dump (70) - i5f05 m

Fartition name 1 1 i5 05

[»]

| Close || Help ||?|

Figure 6-35 Concurrent Maintenance Power Domain functions
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Power On I/0 Domain
To perform power on I/O domain, do the following steps:

1.

Expand Service Applications from the Navigation Area on the left side of HMC window,
click Service Focal Point.

2. Click Service Utilities.
3. Select desired system unit, then click the Selected pull down menu to select Operator

Panel Service Functions....

4. Select a partition, and click the Partition Functions pull down menu.

5. Select Concurrent Maintenance Power on Domain (69) - i5/0S.

Power Off I/0 Domain
To perform power off I/O domain, do the following steps:

1.

Expand Service Applications from the Navigation Area on the left side of HMC window,
click Service Focal Point.

2. Click Service Utilities.
3. Select desired system unit, then click the Selected pull down menu to select Operator

Panel Service Functions....

4. Select a partition, and click the Partition Functions pull down menu.
5. Select Concurrent Maintenance Power Off Domain (68) - i5/0S.

6.6 Remote management

Attention: Perform an |IOP control storage dump under the direction of your next level of
support. Incorrect use of this service tool can result in unnecessary down time and loss of
debug information.

Remote management is enabled through a scripted secure shell environment. In this section
we describe some of the remote function.

Enabling SSH

By default, SSH (secure shell) is disabled on a brand new HMC install. In order to use the
HMC CLI to remotely manage a partitioned system, SSH needs to first be enabled. Enabling
SSH takes affect immediately.

To enable SSH, perform the following tasks, as shown in Figure 6-37.

1.

In the Navigation Area, expand the desired host (if there is more than one) and drill down
as follows:

HMC Management — HMC Configuration

2. In HMC Configuration pane, select Enable or Disable Remote Command Execution.

3. Make sure the check box Enable remote command execution using the SSH facility

is selected.

. Click OK to activate the change.

Chapter 6. Working with the HMC 205
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Mavigation Area : HMC Management: HMC Configuration
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[ Frame Managemen :

I Server Managemen
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@ Information Center and

[ Licensed Internal Code
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[ Service Applications : execution through ssh.

[Vl Enable remote command execution using the ssh facility

O | | Cancel

1 |
I@-IReady I | |hscroot - hmco1

Figure 6-36 Enabling SSH (Secure Shell)

SSH client

In order to connect to the HMC via SSH, an SSH client needs to be installed on the client PC.
One such client is PuTTY. Setup and install of the SSH client is outside of the scope of this
document.

Connecting SSH client to the HMC

Whichever SSH client is used, you will need to connect to port 22 on the HMC. Figure 6-37
shows connecting with the PuTTY SSH client. When connected, you will be presented with a
UNIX-like signon screen as shown in Figure 6-38. Signon with the appropriate HMC user ID
and password.
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__\ PuTTY Configuration ﬂll

Cateqgory:
= Session Basic options for your PuTTY session
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Figure 6-37 PuTTY SSH config

4 itschme2.rehland.ibm.com - PUTTY 10| =]

login as: hscroot
SJent usernsawe "hscroot'

hzcrootfitschmoz's password:

Last login: Wed Dec 10 07:16:16 2003 from p78rpltk.rchland. ibm. com
-bash: .: /howe/hscroot/ . bashro: restricted

hecrootiditschine? @~ I

Figure 6-38 SSH logon to HMC

Example SSH command

Below is a relatively simple example that lists the partition ids, names, and states of the
partitions on a managed system called Default2, as shown in Example 6-1.

Example 6-1 Sample Issyscfg command

hscroot@itschmc2:™> Tssyscfg -r lpar -m Default2 -F lpar_id,name,state --header
Tpar_id,name,state

2,1p 2 RPA,Off

1,7p 1 0S/400,0ff

3,1p 3 MM,0ff

123,a really long partition name,0ff

Let us take a look at the command string parameters:

1ssyscfg — The name of the command: LiSt SYStem ConFiGuration

-r 1par — The resources to list: list the logical partition resources

-m Default2 — Says for which managed system to list the resources

-F 1par_id,name,state — Specifies the fields or attributes to be output
--header — Tells the command to display a header row with the outputted fields.

Tip: The help text for a command can be obtained by specifying the parameter --help.

For

example, 1ssyscfg --help will list the help text for the list system configuration command.
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HMC commands
The HMC command line interface (CLI) is discussed in Appendix A, “HMC command list” on
page 473.

6.6.1 Web SM

Web SM is short for Web-based System Manager Remote Client. It allows remote access to
most HMC functions from a network attached PC client. This function is very useful for remote
technical support and planning.

Obtaining the client
In order to obtain the Web SM client, open a Web browser session to the following URL:

http://hostname/remote_client.html
The hostname needs to be replaced with the hostname or IP address of your HMC. Once

connected, you will be prompted for HMC user ID and password. Figure 6-39 shows a sample
connection to an HMC to download the Web SM client.

 about:blank - Microsoft Internet Explore

File  Edit View Favorites Tools  Help

GBack ~ = - ) at | Qhsearch [GelFavorites GMedia &4 | A= N
Address I@ http: fitschme2fremote_client. html
Links @Search the Web with Lycos @IBM Business Transformation @IBM Internal Help @IB

Enter Network Password 2=l

% Fleaze type pour uzer name and password.

Site: itzchme2

Realm HMC

Uszer Mame Ihscroot

Pazsword ! ******

™ Save this password in pour password list

()8 I Cancel |

Figure 6-39 Connecting to an HMC to download the Web-based System Management remote client

For the remote client type, select Static Remote Client. Select the version of the client based
on the operating system level of the client.

Installing the client

To install the client, run the setup executable that was downloaded from the HMC. A wizard is
started to guide you through the install of the Web-based System Management remote client.
In most cases, the default values are OK.

Starting the Web-based client
The Windows version of the Web-based System Manager Remote Client is started as follows
from the desktop:

Start —» Programs — Web-based System Manager —» Web-based System Manager
Remote Client
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The first piece of information required in the signon process is the hostname or IP address of
the HMC (see Figure 6-40). At the moment, the HMC user and password cannot be specified.

Enter name of managed machine -_-5

Host name: | |

User name: | |

Password: | |

[] Specify a console preferences file

Log On || Clear || Cancel |

Figure 6-40 Web SM logon dialog

Next, the Web-based System Management remote client and the HMC sync up via
handshaking as shown in Figure 6-41.

x
Handshaking with ser\rer

Host name: |itschmcz |

User name: [%
Password:

Figure 6-41 Handshaking between Web-based System Management remote client and the HMC

Once the handshaking completes, the HMC user name and password needs to be specified,
as shown in Figure 6-42. Click Log On to continue the connection process.

gl Log On x|

Enter passward gl

Host name:

User name: |hsu:ru:uot |

Password: |7 |

Log On || Clear || Cancel

Figure 6-42 Providing the HMC user and password information
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Once the signon process is complete, a Web-based System Management remote client
display is shown that is similar to the one in Figure 6-43 below. Except for security functions,
the display is practically identical to the local HMC display. A sample of the local HMC display
is shown earlier in this chapter in Figure 6-1 on page 178.

&4 Web-based System Manager - fhome/hscroot/WebSM.pref: /Management Environment/rchas55h.r... g@
Console  Server Management Selected  Yiew Window Help ot CF [
== 2| v|5% Blas 8HE
Havigation Area : Server and Partition: Server Management
= @ managerent Ervironment = [} serer9406-550-5M10F1 7AD

= |:| rechasaah.rehland.ibm.com = [ Partitiohs

= 7] Server and Partition = Q 5095 RCHASSSE 4 Disk
|:| Frame Management hased on one raid adapter
|] Server Management = [ RCHASSS #1 Partition

ﬁ Information Center and Setup VWizard [ 4 virtual Processors

# ] Licensed Internal Gode Maintenance [ a really lang prafile name

+ ] HME Management CEC plus disk but 4

# 7] Genvice Applications ﬁ.ﬁ System Profiles

[ Ready /9 Objects shown 0 Hidden. /1 Object selected. Jhscroot - rehas5sh

Figure 6-43 The main Web-based System Management remote client display

6.7 iSeries control panel functions versus HMC options

Table 6-2 provides a cross reference between the iSeries control panel functions and their
counterparts on the HMC menu.

Table 6-2 iSeries control panel to HMC option cross reference

iSeries control panel function Description HMC option

White button power on power on, start IPL Activate partition profile

(virtual panel option 1) 6.3.2, “Starting a powered off partition” on
page 192

3 IPL Restart Immediate reboot option
6.3.3, “Restarting a running partition” on
page 193

double white button Delayed power off Delayed shutdown option

(virtual panel option 7)
6.3.4, “Stopping (powering down) a running
partition” on page 194

8 Immediate power off Immediate shutdown option

6.3.4, “Stopping (powering down) a running
partition” on page 194

11-19 System Reference Codes System Reference Code tab on partition
properties dialog

6.5.1, “Displaying reference code information”
on page 199
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iSeries control panel function Description HMC option

20 Machine Type/Model Partition properties - General tab
6.2.1, “Partition properties” on page 179

21 Post DST to Console Enable DST
6.5.2, “Posting DST to the console” on
page 199

22 Force MSD
6.5.3, “Performing main storage dumps” on
page 200

34 Retry MSD IPL
“Retry MSD IPL” on page 200

65 Deactivate remote service Deactivate remote service

66 Activate remote service Activate remote service

67 Disk unit IOP reset IOP Reset
“IOP reset (disk unit IOP reset/reload)” on
page 203

68 Concurrent Maintenance power Power off I/O Domain

domain Power OFF
69 Concurrent Maintenance power Power on I/0 Domain
domain Power ON
70 Service Processor/ MFIOP dump | IOP Control Storage Dump

“IOP control storage dump” on page 203

6.8 Licensed Internal Code Updates

Figure 6-44 shows that this option is divided into three main areas of Licensed Internal Code
Updates: Change Licensed Internal Code for the current release, Flash Side selection, and

Upgrade Licensed Internal Code to a new release.
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fanagement Console —/homehscroot et agement Environmentthme0tibm comilicensedInternal Ca =ar

Console Licensed Internal Cocle Updates  Selecied Wiew  Window  Help g“C¥ X
<o mh ® D
Mavigation Area 4 Licensed Internal Code Maintenance: Licensed Internal Code Updates

b
E @ Management Environment :
= [] hmcol.iom com :
= ] Server and Partitian P B (] - Dl e DAL
E Frame Management :

I Server Management
% System Manager Security 3
@ Infarmation Center and Setup Wizar
= ] Licensed Internal Code Maintenance
& HMC Code Update
@|Licensed Internal Code Updates

] HMC Management
[ Service Applicatians

I@_lReady

Figure 6-44 Licensed Internal Code Maintenance option

| jhscroot - hmedl

6.8.1 HMC Code Update
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Clicking HMC Code Update presents four options:

» Backup Critical Console Data.

Save Upgrade Data.

Install Corrective Service.

Format Removable Media.

Remote Restore of Critical Console Data.

vVvyyy

The option to backup critical console data is important, as the name implies and backs up
data such as the following:

» User preference files

» User information

» HMC platform-configuration files
» HMC log files

The backup saves the HMC data stored on the HMC disk drive to the DVD-RAM and is critical
to support HMC operations. You should back up the HMC data after you have made any
changes to the HMC or to information associated with partitions.

The option to save upgrade data saves system information onto the HMC hard disk in
preparation for an upgrade of the HMC software. It should only be performed immediately
prior to upgrading the HMC software from one release to the next. Any configuration changes
made after performing this task will not be migrated to the new HMC software release.

The save upgrade data option saves configuration data, including the following items:

» System preferences

» Profile information

» Service Agent files

» Inventory Scout Service Files
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The option to install corrective service fixes on the HMC is similar to the same option for the
Frame. It allows you to update the level of code on the HMC either from removable media or

from a remote site.

The option to format removable media allows you to format the diskettes with the DOS file

system or format the

6.9 Troubleshooting

DVD-RAM with the UDF file system.

In this section we cover some possible problems with the Management Server.

6.9.1 Management Server State

If the Management Server hangs after power on, you should check State first.

Figure 6-45 shows an example to view State with HMC.

Console Server Management Selected  View Window Help Ul o ¥ [
LR B EBROEEERE
Mavigation Area : Server and Partition: Server Management
Q Management Environment MName |State Operator Panel Value
= [ iumhmet0.rchiand.iom.g ;| = 8 Sewer—gma-szn-smDEF3...0pet%ting
= ] Server and Partition = Ef Partitions
[ Frame Manager : = B8 10-EF36E Running 00000000
|] Server Managem leefault_proﬂle
ﬁlnformation Centera @Iiumproﬂle
# [ Licensed Internal CD; ﬁa System Profiles
® [ HMC Management |-
= 7] Service Applications
4, Serice Agent :
ﬁRemote Support
4, Serice Focal Po
* |:| localhostlocaldomain | :
[ i kK 3 »
IE?'EEauy jo Objects shown OHidden.  [1Objectselected.  |scroot-mumhmecto

Figure 6-45 HMC-to view Management Server State

State is the value sh

own on the overview screen and indicates the current server status.

Possible values for “State” are shown in Table 6-3.

Table 6-3 Possible values for State

Value Description

Operating The server is initialized and is working.

Power off The server is powered off.

Initializing The server is powered on and is initializing. The initialization time may

vary depending on the hardware and the partition configuration of the
server.

Pending authentication

The system is waiting for the password to be authenticated.

Failed authentication

The service processor password is not synchronized with the HMC
password
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Value

Description

Error

The operating system or the hardware of the managed system is
experiencing errors.

Error - Terminated

Power On, Dump in progress.

CoD Click to Accept

Power On, operational and waiting for CUoD. Click to Accept.

Powering Off

Power Off in progress.

Standby The managed system is powered on using the Power on Standby option.
It will stay in this state until a partition or system profile is activated. You
can create and modify profiles while the managed system is in this state.

Incomplete The HMC failed to get all the information from the managed system.

No connection

The HMC is not connected or the handshake with the managed system
failed.

Recovery

The save area in the Service Processor is not synchronized with the HMC.

6.9.2 Correcting the managed system operating state
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If you find the following status, use these procedures to put the managed system back to a

correct state:

» No Connection state

» Incomplete state
» Recovery state
» Error state

No Connection state

In the No Connection state, the HMC is not connected, or the handshake with the managed
system failed. Perform the following steps:

1. Ensure that the network setting is correctly set up on the HMC. You can verify this by

pinging the HMC.

2. Ensure that the network setting is correct on the managed system. Verify this by opening
an ASMI session through the web browser and pointing at the managed system.

3. Perform the reset or remove connection task on the HMC:

a. In the navigation area, select Server and Partition — Server Management.

b. Inthe Content area, right-click the managed system and select the Reset or Remove

Connection.

c. Select Reset Connection, then click OK.

d. Wait for 5 minutes for the HMC to re-establish contacts.

4. Check the control panel on the managed system to verify that the power is on.

a. If the power light indicates that there is no power on the managed system control
panel, then power on the managed system manually or with AMSI.

b. After the power is restored, wait 5 minutes for the service processor to re-IPL and the
HMC to re-establish contact. If the HMC can access partitions using a virtual terminal
(VTERM) but the state is still No Connection, contact your next level of support or your
hardware service provider.
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If the power indicator is on, wait 5 minutes for the HMC to attempt to reestablish contact.
The service processor in the managed system may be in the process of turning power on.

If partitions no longer respond, the system power is off.

From a telnet session from another system, attempt to ping or contact active partitions on

this managed system.

If the partitions are active, perform the following steps:

7.

a. Verify that the HMC and the flexible service processor are correctly connected to your

Ethernet network, and that your Ethernet network is functioning correctly.
b. Restart the HMC.
c. Reset the service processor. See “Service processor reset” on page 225.

If the managed system is running, and restarting the HMC did not resolve the problem,

contact your next level of support or your hardware service provider.

Incomplete state

In the Incomplete state, the HMC failed to get all of the necessary information from the

managed system. Perform the following steps:

1. In the contents area, select the managed system.

3.

From the menu, click Selected — Rebuild Managed System. If the state goes to
Recovery, see “Recovery state” on page 215. If the state does not go to Recovery,
continue with the next step.

Reset the connection from HMC. If it still fails, continue with the next step.

Notes: Step 4 may take several minutes to complete.

Restart the HMC. Choose from the following options:

— If the state goes to Recovery, see Recovery state.

— If the state remains Incomplete, perform the following steps:
i. Verify that there is a redundant HMC.
ii. Verify that no one is entering commands from the alternate HMC.
iii. Repeat step 1. If it still fails, continue with the next step.

. Verify that the HMC and the flexible service processor are correctly connected to your

Ethernet network, and that your Ethernet network is functioning correctly.

6. Reset the service processor. See “Service processor reset” on page 225.

7. If the problem persists, contact your next level of support or your hardware service

provider.

Recovery state

In the Recovery state, the save area in service processor is not synchronized with the HMC
Database. Perform the following steps:

1.

Recover partition data. See Recovering partition data on a managed system for details.

Then return here and continue with the next step.

. After restoring profile data, choose the option that describes what happened:

— If the state changed to Incomplete, refer to the Incomplete state procedure.

— If the state changed to No Connection, refer to the No Connection state procedure.
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— If the restore failed, reset the service processor. See “Service processor reset” on
page 225. Then continue with the next step.

3. If the problem persists, contact your next level of support or your hardware service
provider.

Error state

The Error state automatically generates a call to the service support center if the function is
enabled. If the function is not enabled, contact your next level of support or your hardware
service provider. You also can follow the next section to correct it.

6.9.3 List of progress codes

If the State of Management Server displays an Error status, then we should check the
Operator Panel Value.

Figure 6-46 shows an example to view Operator Panel Value with HMC.

Console Server Management Selected  View Window Help PalsE
== e o J[m o aEEE
Mavigation Area : Server and Partition: Server Management
@ Management Enviranment Mame iState |Operat0rPagQIValue
= |:| iumhmet 0.rchland.ibrm.com | =2 cﬁ Server-9406-520-SM10EF3... Operating &3
= ] Server and Partition : EFf Partitions
|:| Frame Management : %System Frofiles

|] Server anagement 3
iﬁ Information Center and Setup Wizard

= 7] Licensed Internal Code Maintenance

HMC Code Update

@ Licensed Internal Code Updates
= 7] HMC Management :

ffm HMC Users

@ HWC Configuration
= 7] Service Applications

4, Service Agent

@J Remaote Suppart

4, Sewice Focal Point

I :
I@-an Objects shown 0 Hidden. ﬁ Objects selected. Fscruut - iumhme10

Figure 6-46 HMC-to view Management Server Operator Panel Value

The following progress codes (or checkpoints) displayed in the Operator Panel Value field
represent different processes that occur during initial program load (IPL). The list of progress
codes is in numeric order. A general description of the processes represented by the
progress code appears beside each number (or range of numbers). Progress codes are
8-characters long, unless otherwise specified.

Use the following list (Table 6-4) to find information about specific progress codes. The first
column represents the first 4 characters of the 8 character progress code, unless otherwise
specified. The second column describes the progress code and links to information that
includes one or more tables. If you do not find the progress code that you are looking for in
this list, ask your next level of support for assistance.
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Table 6-4 Progress code list and their meaning

Progress codes: Refer to these topics:

4-character codes (including those that AIX IPL progress codes

begin with a space character or a zero)

C1xx Service processor progress codes

C2xx (C2xx) Virtual service processor progress codes
C8yx, C500, C5yx, C600, C6xx IPL status progress codes

C700 (C700) Server firmware IPL status progress codes
C900 (C900) IPL status progress codes

CAxx (CAxx) Partition firmware progress codes

D1xx Service processor progress codes

D2xx (D200) Partition status progress codes

D6xx (D6xx) General status progress codes

D9xx (D9xx) General status progress codes

6.9.4 Using progress codes

Progress codes (or checkpoints) offer information about the stages involved in powering on
and performing initial program load (IPL). Although progress codes do not always indicate an
error, in some cases your server can pause indefinitely (hang) without displaying an
8-character reference code. Only when you experience such a hang condition should you
take any action with respect to a progress code. When you look up a progress code, the
information indicates the most appropriate action for that progress code.

Progress code formats
Progress codes appear in several formats:

» An 8-digit hexadecimal number that begins with C or D

» A 3-digit hexadecimal number

» A 4-digit hexadecimal number that has a value between 2000 and 27FF
» A 4-digit hexadecimal number that begins with a 0 or 2

When the control panel or Operator Panel Value displays more than eight characters, use
only the first eight characters to find the progress code. The characters that display beyond
the first eight represent a location code that can assist you in diagnosing the problem.

Notes: Some operating systems, including Linux, do not produce progress codes when
performing an IPL. Your server might display progress codes in the system control panel
(for systems with a physical control panel) or in the virtual console on the Hardware
Management Console.

Using the ASMI to view progress code logs

The service processor keeps two logs of progress codes. Use the Advanced System
Management Interface (ASMI) to view the progress code logs. To view the progress logs,
complete the following steps:

1. Access the ASMI and log in.
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2. Select System Information, then select either Previous Boot Progress Indicators or
Progress Indicator History

Selecting Previous Boot Progress Indicators shows the progress codes that the server
displayed in the control panel during the last system boot. Progress Indicator History shows
the latest progress codes that the server is currently displaying in the control panel.

Using the list of progress codes

The list of progress codes is in numeric order. The first column represents either an entire
4-character progress code or the first 4 characters of an 8-character progress code. The
second column describes the progress code and links to information that includes one or
more tables and, when necessary, a description of the table columns.

To use the list of progress codes, locate the code that you want to find in the first column and
click the link in the second column.

Figure 6-47 shows an example to view progress code logs with ASMI.

Copyright © 200

Advaneed S

LN [Jser ID- admin Server-94 SN10EF36E

menus [0 C103A401

all menus [ C103A400

[[] C103A300

Power/Restart Control [ C103A200

System Service Aids [ C103A100

B System Information 1 C10095B8

Vital Product [] C10094B8

[] C10093B8

" - ’ [ C10092B8

S Indlcator Hl_stpry _ ] C10091B8

a e Progress Indicator 0 C10090B8

System Configuration

Nefwork Senvices [ C10090B0 N

Perfor Setup 1 C10092A0

Utilities ] C10091A0

Concurrent Maintenance [[] C10090A0

Login Profile [ C1000198

[ C1009098

C1009890

<

-‘ Progresz Indicator History

Figure 6-47 ASMlI-to view the process code logs

6.9.5 Service processor progress codes
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Service processor progress codes are typical reference codes that occur during the initial
program load (IPL) of the server.
The tables for the service processor progress codes use the following format:

» The first column, Progress Code, contains characters that represent a particular action
that the service processor performs to initialize your server.

» The second column, Description/Action, describes the type of initialization being
performed.
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» The third column, Failing Item, offers instructions for recovering from a hang on a progress
code. Click the link in this column to view the service actions only when you experience a
hang condition on a progress code. A hang conditions exists when the code in the control
panel display does not change for several minutes and the service processor appears to
be stalled (hung). In some cases, you might notice that the server does not power down

normally.

Use the following list to display the different types of service processor progress codes.

» (C1xx) Service processor progress codes (checkpoints)

» (D1xx) Service processor progress codes (service processor dump and platform dump)

» (D1xx) Service processor status progress codes

(C1xx) Service processor progress codes (checkpoints)

C1xx progress codes, or checkpoints, offer information about the initialization of both the

service processor and the server. Table 6-5 gives a list of C1xx progress codes.

Table 6-5 (C1xx)Service processor progress codes(checkpoints)

Progress Description/Action Perform all actions before exchanging Failing ltems
Code

C10010xx | Pre-standby

C1001F00 | Pre-standby: starting initial transition file

C1001FFF | Pre-standby: completed initial transition file

C1009x02 | Hardware object manager: (HOM): build cards IPL step in progress
C1009x04 | Hardware object manager: (HOM): build processors IPL step in progress
C1009x06 | Hardware object manager: (HOM): build chips IPL step in progress
C1009x08 | Hardware object manager: (HOM): build HOM IPL step in progress
C1009x10 | Hardware object manager: (HOM): configure HOM IPL step in progress
C1009x12 | Hardware object manager: (HOM): initialize HOM IPL step in progress
C1009x18 | Hardware object manager: (HOM): validate HOM IPL step in progress
C1009x1B | GARD IPL step in progress

C1009x20 | Get LBIST values IPL step in progress

C1009x23 | Clock test IPL step in progress

C1009x28 | Frequency control IPL step in progress

C1009x30 | Initialize JTAG IPL step in progress

C1009x38 | Mask attentions IPL step in progress

C1009x40 | CEC flush IPL step in progress

C1009x48 | Scan interface basic assurance tests (SIBATSs) IPL step in progress
C1009x50 | LBIST IPL step in progress

C1009x58 | ABIST IPL step in progress

C1009x60 | Asset protection IPL step in progress
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Progress Description/Action Perform all actions before exchanging Failing Items

Code

C1009x68 | Wire test IPL step in progress

C1009x70 Memory size IPL step in progress

C1009x78 | Long scan initialization IPL step in progress

C1009x80 | Start clocks IPL step in progress

C1009x88 | SCOM initialization IPL step in progress

C1009x90 | Run interface alignment procedure IPL step in progress

C1009x98 | DRAM initialization IPL step in progress

C1009x9B | Random data test IPL step in progress

C1009xA0 | Memory diagnostic IPL step in progress

C1009xA8 | Dump initialization IPL step in progress

C1009xB0 | Processor runtime diagnostics (PRD) IPL step in progress

C1009xB8 | Enable machine check IPL step in progress

C1009xC0O | Message passing wait in progress

C1009xC8 | Message passing start in progress

C100C1xx | Power control

C100D009 | Licensed Internal Code (system) running initialization

C1011F00 | Pre-standby: starting independent initial transition file (primary/secondary)

C1011FFF | Pre-standby: completed independent initial transition file (primary/secondary)

C1021F00 | Pre-standby: starting primary Initial transition file (primary)

C1021FFF | Pre-standby: completed primary Initial transition file (primary)

C1031F00 | Pre-standby: starting secondary Initial transition file (secondary)

C1031FFF | Pre-standby: completed secondary Initial transition file (secondary)

C103A100 | Hypervisor code modules are being transferred to system storage

C103A200 | Hypervisor data areas are being built in system storage

C103A300 | Hypervisor data structures are being transferred to system storage

C103A400 | Special purpose registers are loaded and instructions are started on the system
processors

C103A401 | Instructions have been started on the system processors

C103C2xx | The service processor is waiting for the batteries in the uninterruptable power supply
(UPS) to charge prior to automatic power on-IPL. The last byte (xx) will increment while
waiting on the UPS batteries.

C1041F00 | Pre-standby: starting Gardedlnitial transition file (secondary)

C1041FFF | Pre-standby: completed GardedInitial transition file (secondary)

C1112000 | Power on: starting Standby-PowerOnTransition transition file (primary)
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Progress Description/Action Perform all actions before exchanging Failing Items

Code

C11120FF | Power on: completed Standby-PowerOnTransition transition file (primary)

C1122000 | Power on: starting PowerOnTransition-PoweredOn transition file (primary)

C11220FF | Power on: completed PowerOnTransition-PoweredOn transition file (primary)

C1132000 | Power on: starting PoweredOn-IplTransition transition file (primary)

C11320FF | Power on: completed PoweredOn-IplTransition transition file (primary)

C116C2xx | System power interface is listening for power fault events from SPCN. The last byte
(xx) will increment up from 00 to 1F every second while it waits.

C1202000 | IPL transition: starting PowerOn/IplTransition-Ipl transition file (primary)

C12020FF | IPL transition: completed PowerOn/IplTransition-Ipl transition file (primary)

C12040xx IPL lock time left until expiration. The last byte (xx) will count down as the IPL lock time
runs out (FF-00).

C1212000 | IPL transition: starting Standard/IpITransition-Ipl transition file (primary)

C12120FF | IPL transition: completed Standard/IpITransition-Ipl transition file (primary)

C1222000 | IPL transition: starting Flash/IplTransition-Ipl transition file (primary)

C12220FF | IPL transition: completed Flash/IpITransition-Ipl transition file (primary)

C1232000 | IPL transition: starting PostDump/IplTransition-Ipl transition file (primary)

C12320FF | IPL transition: completed PostDump/IplTransition-Ipl transition file (primary)

C1242000 | IPL transition: starting Idle/IpITransition-Ipl transition file (secondary)

C12420FF | IPL transition: completed Idle/IpiTransition-Ipl transition file (secondary)

C1252000 | IPL transition: starting Standby/IplTransition-Ipl transition file (secondary)

C12520FF | IPL transition: completed Standby/IpITransition-Ipl transition file (secondary)

C1382000 | IPL: starting HostStarted-BcuSwitched transition file (primary)

C13820FF | IPL: completed HostStarted-BcuSwitched transition file (primary)

C1392000 | IPL: starting BcuSwitched-Runtime transition file (primary)

C13920FF | IPL: completed BcuSwitched-Runtime transition file (primary)

C1402000 | IPL: starting Normal/fast/Ipl-HostStarted transition file (primary)

C14020FF | IPL: completed Normal/fast/Ipl-HostStarted transition file (primary)

C1412000 | IPL: starting Normal/slow/Ipl-HostStarted transition file (primary)

C14120FF | IPL: completed Normal/slow/Ipl-HostStarted transition file (primary)

C1422000 | IPL: starting PostDump/Ipl-HostStarted transition file (primary)

C14220FF | IPL: completed PostDump/Ipl-HostStarted transition file (primary)

C1432000 | IPL: starting Ipl-IdleTransition transition file (secondary)

C14320FF | IPL: completed Ipl-IdleTransition transition file (secondary)

C1442000 | IPL: starting IdleTransition-Idle transition file (secondary)
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Progress Description/Action Perform all actions before exchanging Failing Items

Code

C14420FF | IPL: completed IdleTransition-Idle transition file (secondary)

C1452000 | IPL: starting Ipl-StandbyVerificationTransition transition file (secondary)

C14520FF | IPL: completed Ipl-StandbyVerificationTransition transition file (secondary)

C1462000 | IPL: starting StandbyVerificationTransition-Standby transition file (secondary)

C14620FF | IPL: completed StandbyVerificationTransition-Standby transition file (secondary)

C162Exyy | VPDis being collected, where x indicates the phase of VPD collection and yy indicates
the type of device from which VPD is being collected

C1802000 | Termination: starting TerminationTransition-Termination transition file (primary)

C18020FF | Termination: completed TerminationTransition-Termination transition file (primary)

C1902000 | Power off: starting Any-Dpo transition file (primary)

C19020FF | Power off: completed Any-Dpo transition file (primary)

C1912000 | Power off: starting Any-PowerOffTransition transition file (primary)

C19120FF | Power off: completed Any-PowerOffTransition transition file (primary)

C1922000 | Power off: starting PowerOffTransition-PoweredOff transition file (primary)

C19220FF | Power off: completed PowerOffTransition-PoweredOff transition file (primary)

C1C02000 | Secondary VERIFICATION: starting Standby-StandbyVerification transition file
(primary)

C1C020FF | Secondary verification: completed Standby-StandbyVerification transition file
(primary)

C1C12000 | Secondary verification: starting StandbyVerification-Standby transition file (primary)

C1C120FF | Secondary verification: completed StandbyVerification-Standby transition file
(primary)

C1C22000 | Secondary verification: starting Runtime-secondaryVerification transition file (primary)

C1C220FF | Secondary verification: completed Runtime-secondaryVerification transition file
(primary)

C1C32000 | Secondary verification: starting secondaryVerification-Runtime transition file (primary)

C1C320FF | Secondary verification: completed secondaryVerification-Runtime transition file
(primary)

C1D22000 | Dump: starting DumpTransition-Dump transition file (primary)

C1D220FF | Dump: completed DumpTransition-Dump transition file (primary)

C1E82000 | Exit error: starting ExitError/Ipl transition file (primary)

C1E820FF | Exit error: completed ExitError/Ipl transition file (primary)

C1F22000 | Reset/reload: starting Reset/Ipl-LimitedRuntime transition file (primary)

C1F220FF | Reset/reload: completed Reset/Ipl-LimitedRuntime transition file (primary)

C1F32000 | Reset/reload: starting Reset/Ipl-Runtime transition file (primary)

C1F320FF | Reset/reload: completed Reset/Ipl-Runtime transition file (primary)
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Progress Description/Action Perform all actions before exchanging Failing Items
Code

C1F42000 | Reset/reload: starting Reset/Ipl-TermTransition transition file (primary)
C1F420FF | Reset/reload: completed Reset/Ipl-TermTransition transition file (primary)

(D1xx) Service processor progress codes (SP dump & Platform dump)

Service processor dump status codes use the format of D1yy1xxx, where yy indicates the
type of data that is being dumped,xxx is a counter that increments each time the server stores

4K of data.

When these codes occur during a service processor dump or a platform dump, they appear in
the control panel display.Table 6-6 gives a list of D1xx progress codes (SP dump and Platform

dump).

Table 6-6 (D1xx) Service processor progress codes(service processor dump and platform dump)

Progress Description/Action Perform all actions before exchanging Failing Items
Code

D1001xxx Dump error data

D101 1xxx Dump sai_header Hardware Management Console (HMC) file
D101CO0OF | No power off to allow debugging for CPU controls
D1021xxx Dump sai_header directory

D1031xxx Dump sai_header fips header

D1041xxx Dump sai_header entry header

D1051xxx Dump core file for failing component

D1061xxx Dump all NVRAM

D1071xxx Dump component trace for failing component
D1081xxx Dump component data from /opt/p0

D1091xxx Dump /opt/p1//*

D10A1xxx Dump safety net trace: SND_LTT_TRACE
D10B1xxx Dump safety net trace: SND_LTT_PROC
D10C1xxx Dump safety net trace: SND_PRINTK_BUF
D10D1xxx Dump safety net trace: SND_PRINTK_IDX
D10E1xxx Dump safety net trace: SND_INSMOD_BUF
D10F1xxx Dump safety net trace: SND_LTT_INTR
D1101xxx Dump safety net trace: SND_SP_TRACE
D1111xxx Dump /opt/p0/*

D1121xxx Dump /opt/p1/*

D1131xxx Dump all traces

D1141xxx Dump code version
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Progress Description/Action Perform all actions before exchanging Failing Items
Code

D1151xxx Dump all /opt/p3 except rtbl

D1161xxx Dump pddcustomize -r command

D1171xxx Dump registry -l command

D1181xxx Dump all /core/core.* files

D1191xxx Dump BDMP component trace (after dump if enough space)

D11A1xxx Dump any state information before dumping starts

D1231xxx Dump update dump headers

D1241xxx Dump CRC1 calculation off

D1251xxx Dump CRC1 calculation on

D1261xxx Dump CRC2 calculation off

D1271xxx Dump CRC2 calculation on

D1281xxx Dump output the calculated CRC1 (sai_headers)

D1291xxx Dump output the calculated CRC2 (data and data headers)

D12A1xxx Jump to the position in dump directly after CRC1

D12B1xxx Initialize the headers dump time and serial numbers

D12C1xxx Display final SRC to panel

D12D1xxx Remove /core/core.app.time.pid

D12E1xxx Remove /core/core.*

D12F1xxx Display beginning SRC to panel

D1301xxx Turn off error log capture into dump

D131 1xxx Turn on error log capture into dump

D1321xxx Store information about existing core files

D1381xxx Invalidate the dump

D1391xxx Check for valid dump sequence

D13A1xxx Get dump identity sequence

D13B1xxx Get dump length sequence

D1FF1xxx Dump complete

D1xx3000- | Platform dump status codes
D1xx3FFF

(D1xx) Service processor status progress codes(Platform power off)

D1xx reference codes, posted by the service processor, offer information about the state of
the service processor during a power-off operation.Table 6-7 gives a list of D1xx progress
codes(Platform power off).
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Table 6-7 (D1xx) Service processor status progress codes(Platform power off)

Progress
Code

Description/Action Perform all actions before exchanging Failing Items

D1xx900C

Breakpoint set in CPU controls has been hit

D1xxBOFF

Request to initiate power-off program has been sent

D1xxC000

Indicates a message is ready to send to the server firmware to power off

D1xxC001

Waiting for the server firmware to acknowledge the delayed power off notification

D1xxC002

Waiting for the server firmware to send the power off message

D1xxC003

Server firmware handshaking is complete

6.9.6 Service processor reset

If the system hangs after the code that sent you to this procedure appears in the control panel
or Operator Panel Value in HMC, perform these steps to reset the service processor. If the
platform is already powered off, you can reset SP with ASMI.

Attention: Resetting SP will lost customized configuration on SP! You need to
synchronize from the HMC after resetting. Before resetting SP, please make sure that you
keep a backup of the configuration data.

Reset SP with ASMI
Follow this procedure:

1. Access the ASMI and log in
2. Select System Server Aids, then select either Reset Service Processor
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Figure 6-48 shows an example to reset SP with ASMI.
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Figure 6-48 ASMI-to reset SP

Notes: This feature is available only when the system is powered off.

Reset SP with reset button
Follow this procedure:

1. Activate the service processor pinhole reset switch on the system's operator panel by
carefully performing these steps:

a. Using an insulated paper clip, unbend the clip so that it has a straight section about two
inches long.

b. Insert the clip straight into the hole, keeping the clip perpendicular to the plastic bezel.
c. When you engage the reset switch, you should feel the detent of the switch.

d. After you press the switch, the service processor is reset, then the system shuts down.
Reboot the system in slow mode from the permanent side using control panel function 02.

If the hang repeats, check with service support to see if there is a firmware update that
fixes the problem. Skip to Getting fixes in this section for details.
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4. Choose from the following options:
— If there is no firmware update available, continue with the next step.
— If a firmware update is available, apply it using the Service Focal Point in the HMC.
— Did the update resolve the problem and the system now boots?
Yes: This ends the procedure.

No: You are here because there is no HMC attached to the system, the flash update
failed, or the updated firmware did not fix the hang. Continue with the next step.

5. Choose from the following options:

— If you are a customer, contact your hardware service provider. This ends the
procedure.

— If you are an hardware service provider, continue with the next step.

Notes: You can try to get help from IBM service engineer to reset SP with toggle jumpers
before replacing SP.

6. Replace the service processor (skip to FRU SVCPROC in this section for details.).

7. If replacing the service processor does not fix the problem, contact your next level of
support. This ends the procedure.

Getting fixes

Fixes provide changes to your software, Licensed Internal Code, or machine code that fix
known problems, add new function, and keep your server or Hardware Management Console
operating efficiently. For example, you might install fixes for your operating system in the form
of a PTF (program temporary fix). Or, you might install a server firmware (Licensed Internal
Code) fix with code changes that are needed to support new hardware or new functions of the
existing hardware.

A good fix strategy is an important part of maintaining and managing your server. If you have
a dynamic environment that changes frequently, you should install fixes on a regular basis. If
you have a stable environment, you do not have to install fixes as frequently. However, you
should consider installing fixes whenever you make any major software or hardware changes
in your environment.

You can get fixes using a variety of methods, depending on your service environment. For
example, if you use an HMC to manage your server, you can use the HMC interface to
download, install, and manage your HMC and firmware (Licensed Internal Code) fixes. If you
do not use an HMC to manage your server, you can use the functions specific to your
operating system to get your fixes.

In addition, you can download or order many fixes through Internet Web sites. You can
search by server and product to find the latest fixes for your system's software, hardware, and
operating system. You must manage several types of fixes to maintain your hardware.
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Figure 6-49 shows the hardware and software that might require fixes, including the HMC, 1/0
adapters and devices firmware, server firmware, power subsystem firmware, and operating
systems.

VO adapter and device firmware

server firmware

Power subsystem firmware

Figure 6-49 hardware and software that might require fixes

Read about each type of fix to learn more about them and to determine the best method to
get fixes in your environment.

Notes: For all models except 57x and 59x model servers, if you use an HMC to manage
your system and you are setting up the server for the first time or upgrading to a new
server firmware release, we recommend that you install the HMC fixes before you install
server firmware fixes so the HMC can handle any fixes or new function updates that you
apply to the server.

For 57x and 59x model servers, you must install HMC fixes before you install server or
power subsystem firmware fixes so the HMC can handle any fixes or new function updates
that you apply to the server.

HMC fixes
Fixes are periodically released for the HMC. Configuration steps are as follows:

1. (With Internet) Ensure that you have a connection to service and support.

If you want to download HMC fixes from the service and support system or Web site to
your HMC or server, you must set up a connection to service and support either through a
local or remote modem or through a VPN connection. You typically set up the service
connection when you first set up your server. However, the service connection is not
required for initial server setup. Therefore, you must verify that the service connection
exists.

To verify the service connection, follow these steps:

a. In the navigation area, open Service Applications.
b. Select Remote Support.

c. Select Customize Outbound Connectivity.

d

. Select the tab for the type of outbound connectivity you chose for your HMC (Local
Modem, Internet VPN, or Pass-Through Systems).

Notes: If a connection to service and support does not exist, set up the service
connection before proceeding with this procedure.
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e. Click Test.

f.  Verify that the test completes successfully. If the test is not successful, troubleshoot
your connectivity and correct the problem before proceeding with this procedure. If you
prefer, you can follow the “Without Internet” path in this procedure. You will need to
obtain the fix on CD-ROM.

2. Determine existing and available HMC levels.
To determine the existing level of HMC machine code:
a. In the Navigation Area, open the Licensed Internal Code Maintenance folder.
b. Select HMC Code Update.

c. Inthe right pane, look for the version and release of your HMIC machine code in the
Status area.

To find out if there are new HMC machine code fixes available, choose from the following
options:

— Contact service and support.
— Use the HMC interface.
— Go to the Fix Central Web site: http://www.ibm.com/eserver/support/fixes/
i. From the Web site, click the appropriate family in the Server list.
ii. Click Hardware Management Console in the Product or fix type list.
ii. Click Continue. Information on HMC fixes appears.
3. (Without Internet) Obtain fixes.

If you do not have an Internet connection from the HMC, you must obtain the HMC fixes
either on CD-ROM or on an FTP server.

You can get HMC fixes in several ways, depending on how your HMC is set up. Read
about each of the following methods to get the HMC fixes, and choose one of the
methods:

— Order optical media (CD-ROM).
There are two options for ordering the fix on CD.

— Contact service and support to order optical media (CD-ROM) with the fixes you need.
After you order and receive the optical media, go to Step 4. Back up the HMC.

— Go to the Fix Central Web site: http://www.ibm.com/eserver/support/fixes/
i. From the Web site, click the appropriate family in the Server list.
ii. Click Hardware Management Console in the Product or fix type list.
iii. Click Continue. Information on HMC fixes appears.
iv. Select the version under fixes and updates.
v. Inthe Order CD column, select Go.
vi. Click Continue to sign in with your IBM ID.

vii. Follow the on-screen prompts to submit your order.

Chapter 6. Working with the HMC 229


http://www.ibm.com/eserver/support/fixes/
http://www.ibm.com/eserver/support/fixes/

230

Download fixes from a Web site to an FTP server that can accept an FTP request from
your HMC.

To use this method, your HMC must be connected to an open network. This method
requires two steps. First, you go to a Web site from which you download the fixes to the
FTP server. Second, you use the HMC interface to install the fixes from the FTP server
to the HMC. Follow these steps to download the HMC machine code fixes to an FTP
server:

i. Go to the Fix Central Web site: http://www.ibm.com/eserver/support/fixes/
ii. Click the appropriate family in the Server list.

iii. Click Hardware Management Console in the Product or fix type list.

iv. Click Continue.

v. After you download the fixes from the Web site to your FTP server, go to Step 4.
Back up the HMC.

4. Back up the HMC.
Before you install the fixes, you should back up critical console information on your HMC.

5. Use the Install Corrective Service wizard to update the HMC machine code.

To install HMC machine code fixes, follow these steps:

a.

If you created a CD-ROM for this procedure, insert it into the optical media drive on the
HMC.

In the navigation area, expand the Licensed Internal Code Maintenance folder.

c. Select HMC Code Update.
d. Select Install Corrective Service. Corrective service refers to the HMC machine code

f.

g.
h.

fix.
On the Install Corrective Service window, choose from the following options:

If you created a CD-ROM for this procedure, select Apply corrective service from
removable media and continue with step 6.

If you want to download the fix from service and support's Web site directly to your
HMC, or from an FTP server to your HMC, then select Download the corrective
service file from a remote system, and then apply downloaded service file and type
related information about the Web site or FTP server.

Click OK.
Follow the instructions to install the fixes.
Reboot the HMC for the fixes to take effect.

6. Verify that the fix installed successfully.

To verify that the HMC fix installed successfully, follow these steps:

a.
b.
C.

In the Navigation Area, open the Licensed Internal Code Maintenance folder.
Select HMC Code Update.

In the right pane, look for the version and release of your HMC machine code in the
Status area. Verify that the version and release match the fix that you installed.
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Firmware (Licensed Internal Code) fixes
This topic describes the following types of firmware (Licensed Internal Code) fixes:

>

Server firmware:

Server firmware is the part of the Licensed Internal Code that enables hardware, such as
the service processor. Check for available server firmware fixes regularly, and download
and install the fixes if necessary. Depending on your service environment, you can
download, install, and manage your server firmware fixes using different interfaces and
methods, including the HMC or by using functions specific to your operating system.
However, if you have a 57x or 59x model server, that is managed by an HMC, you must
use the HMC to install server firmware fixes.

Power subsystem firmware:

Power subsystem firmware is the part of the Licensed Internal Code that enables the
power subsystem hardware in the model 57x or 59x servers. You must use an HMIC to
update or upgrade power subsystem firmware fixes.

I/O adapter and device firmware fixes:

I/O adapter and device firmware is the part of the Licensed Internal Code that enables
hardware, such as Ethernet PCI adapters or disk drives.

i5/08 1/0 adapter and device firmware PTFs for i5/0S partitions are ordered, packaged,
delivered, and installed as part of the Licensed Internal Code using the same processes
that apply to i5/0S PTFs. Regardless of whether you use an HMC to manage your server,
you use the usual i5/0S PTF installation functions on each logical partition to download
and install the 1/0 adapter and device firmware fixes.

Operating system fixes

To keep your partitions running smoothly, it is important that you install fixes for your
operating system code when fixes are available.

You can access fixes for your operating systems using the Fix Central Web site:

http://www.ibm.com/eserver/support/fixes/

From the Web site, follow these steps:

1.

3.

In the Server list, click the appropriate family. For example, iSeries family or pSeries
family.

. In the Product or fix type list, click the operating system for which you want to get a fix.

Depending on your selections for Server and Product or fix type, you might see additional
lists from which you can select specific options.

Click Continue.

For more information about fixes for the operating systems, see the following Web sites:

»

AIX: Go to the Support for eServer p5 and pSeries products Web site:
http://www-1.ibm.com/servers/eserver/support/pseries/

i5/0S: Go to Maintain and manage i5/0S and related software.

Linux: Go to the Support for eServer p5 and pSeries products Web site:

http://www-1.ibm.com/servers/eserver/support/pseries/
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FRU SVCPROC-replace SP

The service processor is failing. After you have replaced the part, set the configuration ID for
SPCN before powering up, otherwise the machine will not IPL.

You can change the processing unit identifier, also referred to as the processing unit SPCN
(system power control network) ID. The processing unit SPCN ID is used by the SPCN
firmware to identify the system type. It is also used to identify the primary service processor if
there are two service processors in the system.

To perform this operation, your authority level must be one of the following:

» Administrator

» Authorized service provider

Notes: This feature is available only when the system is powered off.This operation resets
the service processor

To change the processing unit identifier, do the following operations:

» On the ASMI Welcome pane, specify your user ID and password, and click Log In.
» In the navigation area, expand System Configuration.

» Select Processing Unit Identifier.

» Enter the desired information into the 2-character text area. Then click OK.

6.10 HMC boot up fails with “fsck”
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There are certain circumstances where the HMC can fail and leave the file subsystem corrupt
or damaged. Power failure is the most common form of incident, caused by inadvertently
hitting the white power button, pulling the power cable, or power supply failure.

The HMC has the ability to recover itself in most incidents. Consider a failure when the HMC
was performing a normal shutdown. During boot up, the HMC could stop with the following
message displayed in the HMC windows:

'fsck failed please repair manually. login with root

In this case, root is the operating system Root password. If you have not completed the
Guided Setup, the default password will still be active, the default password is ‘passwOrd’
and is case sensitive. If you have completed the Guided Setup, you will have changed the
default root password. You should use this new password.

Once you have logged in with root password, you will be presented with a command prompt.
At the prompt type in “fsck’ and press Enter. You will see the fsck process running in line
mode. You will be asked if the OS should repair certain components. You should say yes to
all prompts unless you are instructed otherwise. Once fsck completes, you may automatically
return to the GUI signon screen. If you are not returned to the GUI, you should type ‘reboot’
at the prompt and press Enter. The HMC GUI signon screen will appear.

When you sign onto the HMC and the management pane appears, you may have to
reconnect or find the managed server if it does not automatically appear.
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6.11 Determining the HMC serial number

For some HMC or Service Processor troubleshooting situations, a Product Engineer PE) will
have to sign on to the HMC. The PE password changes daily and is not available for normal

customer use. If the PE determines that a local service engineer can sign on to the HMC, the
PE may request the HMC serial number.

To find the HMC serial number, open a restricted shell window and run the following
command, 1shmc -v. Figure 6-50 is an example of the information displayed.

Restricted Shell

.) Internationalized Terminal Emulator - Since 2002 <

hzcroot@hnc0l:™y lshme -v

#C 200

N2 Wed Apr 27 15:16:21 COT 2005

#D5 Héﬁdﬁéﬁé Marnagement Conzole

*TM VMua-re ¥irtual Platform

#5E WMuware-56 4d Ob 75 Oc 76 bd ce-foc 05 7e 28 4e 06 fe 7d
M4 IBM

Figure 6-50 Ishmc -v command detail

The *SE field is the HMC serial number.
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HMC security and user
management

In this chapter we discuss security implementation within the HMC environment.

The following topics are described:

» Certificate authority

» Server security

» Object manager security
» HMC User management
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7.1 System Manager Security

System Manager Security ensures that the HMC can operate securely in the client-server
mode. The managed machines are servers and the managed users are clients. Servers and
clients communicate over the Secure Sockets Layer (SSL) protocol, which provides server
authentication, data encryption, and data integrity. Each HMC System Manager server has its
own private key and a certificate of its public key signed by a Certificate Authority (CA) that is
trusted by the System Manager clients. The private key and the server certificate are stored in
the server’s private key ring file. Each client must have a public key ring file that contains the
certificate of the trusted CA.

You define one HMC as a Certificate Authority. You use this HMC to generate keys and
certificates for your HMC servers and client systems. The servers are the HMCs you want to
manage remotely. A unique key must be generated and installed on each server. You can
generate the keys for all your servers in one action on the CA and then copy them to diskette,
install them at the servers, and configure the servers for secure operation.

The client systems are the systems from which you want to do remote management. Client
systems can be HMCs, AlX, or PC clients. Each client system must have a copy of the CA’s
public key ring file in its System Manager codebase directory. You can copy the CA public
key ring file to the diskette on the CA and copy it from the diskette to each client.

Note: To configure an AlX client correcily, you must install a security fileset. For more
information, see your AIX documentation.

To use the System Manager Security application, you must be a member of the System
Administrator role. To ensure security during configuration, users of this application must be
logged in to the HMC locally.

Figure 7-1 shows the functions available from the System Manager Security.
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Figure 7-1 System Manager Security available functions

The following sections describe the System Manager Security functions that are available.
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7.2 Overview and status

The overview and status window displays the following information about the secure system
manger server:

» Whether the secure system manager server is configured
» Whether the private key for this system manager server is installed
» Whether this system is configured as a Certificate Authority

7.2.1 Certificate Authority (CA)

Note: You cannot perform the following function using a remote client.

Define one HMC as a Certificate Authority (CA) to generate keys and certificates for your
HMC servers and clients.

A Certificate Authority verifies the identities of the HMC servers to ensure secure
communications between clients and servers. To define a system as a Certificate Authority,
you must be logged in as the hscroot user at the machine being defined as the internal
Certificate Authority. This procedure defines a system as an internal Certificate Authority for
HMC security and creates a public key ring file for the Certificate Authority that you can
distribute to all of the clients that access the HMC servers.

A wizard guides you through configuring the Certificate Authority.

After you define the internal Certificate Authority, you can use the CA to create the private key
ring files for the HMCs that you want to manage remotely. Each HMC server must have its
private key and a certificate of its public key signed by a Certificate Authority that is trusted by
the HMC clients. The private key and the server certificate are stored in the server’s private
key ring file. There is an option to copy the private key ring files to a diskette so you can install
them on your servers.

7.2.2 Server Security

This option allows you to install the private key ring file that you have copied to diskette from
the HMC server that is acting as the Certificate Authority.Once you have copied the private
key file, there is another option to configure the HMC as a secure server so that secure,
remote clients can be used to remotely manage the HMC.

There is a remote client available for download from the HMC itself. It is called the
Web-based System Management remote client, and there is a Windows based version and a
Linux based version. To run in secure mode, a second file needs to be downloaded to the
client. This is also available for download from the HMC.

To download the Web-based System Management remote client to your Windows based or
Linux based PC, type in the following address from your Web Browser:
hostname/remote_client.html

Here, hostname is the name of the HMC you are downloading the Web-based System

Management remote client from. You choose whether you want the Windows based version
or the Linux based version.
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To download the security package so that the client/server connection, that is, the PC to
HMC, is secure, type in the following address in your Web Browser:

hostname/remote_client_security.html

Once again you choose whether you want the Windows based version or the Linux based
version.

7.2.3 Object Manager Security

The HMC Object Manager Security mode can be configured as either Plain Socket or Secure
Sockets Layer (SSL). By default, the Plain Sockets mode is used. For SSL mode, the Object
Manager reuses the HMC System manager server’s private key ring. The server private ring
and the Certificate Authority’s public key ring must be installed when establishing the SSL
connection.

7.3 HMC User Management

The HMC management option allows you to create and manage HMC user profiles and to
configure the HMC. Some of this configuration is done when the setup wizard is initially run to
set up the HMC. The options under HMC Management allow you to go in and modify the
configuration that was initially set up.

7.3.1 HMC Users
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To use this function, select HMC Management — HMC Users.

This option allows you to perform the following functions for users:

» Creating a user

Editing user information
Viewing user information
Deleting a user
Changing passwords
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You must be the system administrator to perform the functions listed above. Each HMC user
can be a member of one to six different roles. Each of these roles allows the user to access
different parts of the HMC. The user roles as specified by the HMC are as follows:

Super Administrator
Operator

Service Representative
Product Engineer
Viewer

vyvyyvyVvyYyy

Each role is described in the following sections.

Super Administrator

The super administrator acts as the root user, or manager of the HMC system. The super
administrator has unrestricted authority to access and modify most of the HMC system.

Operator
An operator is responsible for the daily system operation.
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Service Representative
A service representative is the person who installs or repairs the system.

Product Engineer
The product engineer will assist in support situations, but the profile cannot be used to access
user management functions in HMC.

Viewer
A viewer can view HMC information, but cannot change any configuration information.

7.3.2 Add, modify, copy, or remove user profile

This section shows you how to add, modify, copy or remove a user profile with various user
roles as described in 7.3.1, “HMC Users” on page 238.

To access the User Profiles configuration for each user, select HMC Management — HMC
Users. The HMC will display the User Profiles window as shown in Figure 7-2.

User Profiles

User Help

Select a User |D below and click "User” to manage the consale users.
User ID Description |
hscroot Hmc User

imwecout Himc User

root root

—_

Figure 7-2 User Profiles window

Add a new user with Super Administrator role
To add a new user with the Super Administrator role, perform the following steps:

1. Select the User menu, and click Add. to add a new user. The HMC will display the Add
User window as shown in Figure 7-3.

=~ A&dd User
| Description:
Fassword: Confirm password:

[CI Enfarce strict password rules

Managed Resource Roles
AllFystemResources

Task Rales
hmczerdcerep
hmcwiewer
hmcoperator
hmcpe

| ok || cancer || Hew |7

Figure 7-3 Add User window
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2. Insert the new user ID, a description of the user ID, the password for the new user ID, and
re-type the new password (Figure 7-4).

3. Select hmesuperadmin from Task Roles in order to create a new user with the System
Administrator role. You may select Enforce strict password rules to give the password
expiration and type the number of the expiration day as shown in Figure 7-5.

Enforce strict password rules will set the password to expire after the number of the day

specified.
Usear [D: ’W Description: HMC System ﬂ
Password: il Confirm password: [F******

Password expires in (days): 180

[¥] Enfarce strict password rules

Managed Resource Roles
AllsystemBEesources

Task Roles |

hmcwiewer
hmcoperator
hmcpe
hmcsuperadmin

JEED

| ok || cancet || Hew |2

Figure 7-4 Add a new user with Super Administrator role

Passward: |
Passwoard expires in {days): 180

[¥] Enfarce strict password rules

Figure 7-5 Enforce strict password rules

4. Click OK to create a new user. The new user ID will be added in User profiles window as
shown in Figure 7-6.

User Help

Select a User D below and click "User” to manage the cansole users.
User ID Description |
hscroot Hmc User
imvscout Hmc User
hmcadmin HM i Zystem Administrator
roat roat

Figure 7-6 User Profiles user ID list updated
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Add a new user with Viewer role

If you want to grant a person permission to sign in to the HMC and view the HMC and system
configuration and status, but not to make any changes, you can create a User ID with the
Viewer role, which has the capability to view only the HMC and system configuration and
status.

To add a new user with the Service Representative role, perform the following steps:

1. Select User menu, click Add. to add a new user. The HMC will display the Add User
window as shown in Figure 7-3.

2. Insert the new user ID, a description of the user ID, the password for the new user ID, and
re-type the new password.

3. Select hmcviewer from Task Roles in order to create a new user with the Viewer role as
shown in Figure 7-7. You may select Enforce strict password rules to give the password
expiration and type the number of the expiration day as shown in Figure 7-5 on page 240.
Enforce strict password rules will set the password to expire after the number of the day
specified.

Add User

Usear [D: ’W Description: H C iewer
Password: ~— FEeee Confirm password:  [*=****

[Z] Enfarce strict passwaord rules

Managed Eesource Rales
AllsystemResources

Task Raoles
hmcserdcerep
hmeoviewer
hmcoperator
hmcpe

| ok || cancet || Hep |2

Figure 7-7 Add a new user with Viewer role
4. Click OK to create a new user. The new user ID will be added in the User profiles window.

Once created and used to sign in to the HMC, the HMC Viewer user can only view the
configurations of managed system and logical partition configuration status. It has no
authority to run any administrative tasks such as HMC Configuration or Licensed Internal
Code updates. The HMC will notify the HMC Viewer user if it has no sufficient authority to
access administrative interfaces, as shown in Figure 7-8.

Inguficient Autho ity

OYnur user |0 lacks sufficient authority to use this application.

Figure 7-8 HMC notification of lack of sufficient authority
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The HMC Viewer is only given very limited access to functions in the HMC. Figure 7-9 shows
the limited menu for the HMC Viewer.

nent Environmentthmcitibm.co

Console  Server Management Selected  Yiew Window Help

=0 9| s % B alEEE

Server and Partition: Server Management

Mavigation Area :

Q Managerment Environment || = r.’n R5-5a5i

= [ kmcolibm.com | & ER Pantitions
= 7] Server and Partition = D Partition name 1
D Frame Managem Partition profile
|] Server Managem = D Partition name 2
ﬁ Information Center g Partition profile 2
= 7] Licensed Internal Co ﬁE]S\astem Profiles

HMC Code Updal | = 8 rs-595p
) Licensed Internal;
= £ HMC Management | :
{0 HMC Users :
BB HMC Configuratid :
B ] Senvce Applications
&, Service Agent :
§ Femote Suppoart
4, Service Focal Poi

[ ¥

II@-IReady |8 Objects shown 0 Hidden. 1 Ohject selected. hmcoviewer - hmo0l

Figure 7-9 Very limited menu available for HMC Viewer user

7.3.3 Customizing user task roles and managed resource roles
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You can customize HMC Task Roles and Managed Resource Roles via the HMC console.
You can add new Task Roles and Managed Resource Roles based on existing roles in the
HMC. System defined roles cannot be modified, but you can create a new role based on
system defined role or existing role. To manage access task and resource roles, select
Manage Access Task Roles and Managed Resource Roles on the HMC Users pane. The
Customize User Controls window will be displayed as shown in Figure 7-10.

Customize User Controls —

Edit Help
Select a Role below and click "Edit" to manage the defined rale.

® Managed Resource Roles () Task Raoles

Managed Resource Roles
AllsystemResaurces

Figure 7-10 Customize User Controls window

Create, copy, modify, or delete managed resource roles

A managed resource role assigns permissions for a managed object or group of objects, such
as managed system or logical partition. In a managed resource role, you can define access to
specific managed system(s) rather than all managed system controlled by the HMC.

You can create a new managed resource role, copy existing managed resource role, modify
existing managed resource roles, or delete an existing managed resource role from the
Customize User Controls window. Select Managed Resource Roles, then select the desired
operation from the Edit menu. By default, there is only one managed resource role: it is
AllSystemResources.
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To create a new managed resource role, click Edit — Add, and the Add Role window will be
displayed. Fill in the name for the new managed resource role, and choose from which
resource role the new managed resource role objects will be based on. Select which object
will be available for the new managed resource role, then click Add. to add them to the new
managed resource role current objects. Click OK to create a new managed resource role. An
example of creating a new managed resource role is shown in Figure 7-11.

&dd Role

Fole name: |i>4955ystemResouce

Based on: AllsystemREesources -
Awailable Objects Current Objects
— Managed Swstem: E5-595p Add | Managed Swstem: ES5-535i

[ Managed System;R5-595i D CEC Management

D CEC Management Remowe D All Logical Partitions

D Al Logical Partitions D Logical Partition: RS -5 95%i/Partition
[} Logical Partition:RS -5 95i;Partition [y Logical Partition:R5 -5 95i/Partition
D Logical Partition: RS -5 95 i/Partition
Tl o

a

| ok || cancel || Hew |7

(B

Figure 7-11 Add a new managed resource role

To copy a managed resource role, select the desired managed resource role and select

Edit —» Copy. You cannot copy a user defined managed system role created from the Add.
menu but you can copy system defined managed resource roles, which is AllISystemRoles.
From the Copy Role window, you can also customize the object configurations for a new copy
of managed resource role.

To delete a managed resource role, select desired managed resource role and select Edit —>
Remove. A verification window will be shown as in Figure 7-12.

e Delete tem Verification |

®Are WOU SUFE wou want 1o delete this item?

ACTO3005

Figure 7-12 Delete managed resource role verification

To modify existing managed resource roles, select a managed resource role you wish to
change, and select Edit — Modify. You may change the objects’ configuration, then click OK
to save the changes.

Create, copy, modify, or delete task roles

A task role defines the access level for a user to perform tasks on the managed object or
group of objects, such as a managed system or logical partition. There are five system
defined task roles: hmcservicerep, hmcviewer, hmcoperator, hmcpe, and hmcsuperadmin.

You can create a new task role, copy an existing task role, modify an existing task role, or
delete an existing task role from the Customize User Controls window. You cannot modify or
remove system defined task roles. Select Task Roles, then select the desired operation from
the Edit menu.
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To create a new user task role, click Edit —» Add, and the Add Role window will be displayed.
Fill in the name for the new managed resource role, and choose from which task role the new
task role objects will be based on. Select which object will be available for the new task role,
then click Add. to add them to new task role current objects. Click OK to create a new task
role. An example of creating a new task role is shown in Figure 7-13.

Ao -Raole

Role hame:  |UserAdmin |

Based on: |hmcsuperadmin - |

Auailable Tasks Current Tasks
= L P ArTTE TR LALTDTS T ﬁ Conhsole Tasks
Lo

3 server Management ) O HMC Users

© [ Partitions
= Eemove [ Managed Resource Roles

@[3 Profile
@ T System Profiles [} Manage HMC Users and Access

@ [ HMC Code Update
@ [ Licensed Internal Code Updates/=
@ I HMC Users
D Managed RFesource Rales
D Manage HMC Users and ACc| |

1 Dl

| ok || cancet || Hew |7

|y
\i

Ik

Figure 7-13 Create new task role window

To copy a task role, select the desired task role and select Edit — Copy. From the Copy Role
window, you can also customize the object configurations for a copy of the task role.

To delete a task role, select the desired task role and select Edit — Remove. A verification
window will be shown as in Figure 7-12 on page 243. System defined task roles cannot be
removed.

To modify existing task roles, select a task role you wish to change, and select Edit —
Modify. You may change the objects’ configuration, then click OK to save the changes. Only
user defined task roles that are created by HMC users can be modified.
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HMC duplication and
redundancy

In this chapter we introduce HMC cloning — attaching redundant HMC devices to a single i5
managed system, multiple managed systems, or a single HMIC to multiple managed systems.
Although the System i5 systems will function properly with the HMC disconnected, it is the
only interface for managing a partitioned system and thus is a key component.

This introduction provides a closer look at:

Redundant HMC configurations

Multiple managed system configurations
Cloning HMC configurations

Redundant HMC configuration considerations

v

vYyy

8.1 Redundant HMC configurations

From late August 2004, there have been improvements in HMC options and support. One
HMC can manage 48 servers, and each HMC can manage 254 i5/0OS partitions.

For redundancy of the system management control point, you can configure a redundant
HMC configuration. As shown in Figure 8-1, there are two HMC devices directly attached to
the ethernet ports of the HMC. This configuration provides a very secure connection for both

devices.
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Figure 8-1 Two HMCs directly attached

Figure 8-2 shows the same redundant HMCs connected via a hub. This configuration allows
attachment of other devices. We recommend using a private network.

31383 O

Figure 8-2 Two hub attached HMCs
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8.2 Multiple managed system configuration

To save space and to centralize multiple system management control points, you can
configure up to 48 managed systems on a single HMC. In Figure 8-3 and Figure 8-4, we show
the current HMC management scenario of one HMC managing two servers and then one
HMC managing three servers.

As you increase the number of managed servers, you will definitely need to introduce
hubs/switches into your private network. You should plan for redundancy and maintenance in
these hubs and switches, as the network is crucial to system management.

Figure 8-3 shows one HMC managing two iSeries servers.

Iy perdisar

I

Figure 8-3 HMC with two managed systems

Chapter 8. HMC duplication and redundancy 247



Figure 8-4 shows one HMC managing three iSeries servers.

i,
Servoe fl'

and
N,

asmon|| Linw: | AL

—

i ] Pyporise -3 P perisar
Pfperdsar FRErsar J - -
I

) o N

Figure 8-4 HMC with three managed systems

8.3 Cloning HMC configurations

System Profiles and their associated Partition Profiles are stored in NVRAM of the Service
Processor (SP). When a redundant HMC is connected to an System i5 system, with valid
partitions, the System Profile and Partition Profile information is automatically downloaded to
the redundant HMC when the HMC is powered on. The System i5 system SP detects the
additional HMC and moves the data from NVRAM. User preferences and user profiles are not
stored in NVRAM. This information is stored on the hard drive of the HMC. If you want a
mirror image of this data, you must restore it from your Critical Console Backup taken from
the HMC you want to clone.

In a multiple managed system environment, each system will download its current System
Profile and Partition Profile to the HMC. This new information does not overlay what is
already on the HMC. A new system profile is added to the existing profiles listed on the HMC
Server Management window, as seen in Figure 8-5.

Server and Partition: Server Management
- M R5-595i
- Ef Partitions
+ [ Partition name 1
21 Partition name 2
ﬁ.ﬁﬂ-ﬁtem Frofiles
M rs-595p

Figure 8-5 Server and Partition: Server Management window
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8.4 Redundant HMC configuration considerations

In a redundant HMC configuration, both HMCs are fully active and accessible at all times,
enabling you to perform management tasks from either HMC at any time. There is no primary
or backup designation.

Both HMCs can be used concurrently. You have to consider the following points:

» Because authorized users can be defined independently for each HMC, determine
whether the users of one HMC should be authorized on the other. If so, the user
authorization must be set up separately on each HMC.

» Because both HMCs provide Service Focal Point and Service Agent functions, connect a
modem and phone line to only one of the HMCs and enable its Service Agent. To prevent
redundant service calls, do not enable the Service Agent on both HMCs.

» Perform software maintenance separately on each HMC, at separate times, so that there
is no interruption in accessing HMC function. This allows one HMC to run at the new fix
level, while the other HMC can continue to run at the previous fix level. However, the best
practice is to upgrade both HMCs to the same fix level as soon as possible.

The basic design of HMC eliminates the possible operation conflicts issued from two HMCs in
the redundant HMC configuration. A locking mechanism provided by the service processor
allows inter-operation in a parallel environment. This allows an HMC to temporarily take
exclusive control of the interface, effectively locking out the other HMC. Usually, this locking
is held only for the short duration of time it takes to complete an operation, after which the
interface is available for further commands.

Both HMCs are automatically notified of any changes that occur in the managed systems, so
the results of commands issued by one HMC are visible in the other. For example, if you
choose to activate a partition from one HMC, you will observe the partition going to the
Starting and Running states on both HMCs.

The locking between HMCs does not prevent users from running commands that might seem
to be in conflict with each other. For example, if the user on one HMC activates a partition,
and a short time later a user on the other HMC selects to power the system off, the system
will power off. Effectively, any sequence of commands that you can do from a single HMC is
also permitted when it comes from redundant HMCs.

For this reason, it is important to consider carefully how to use this redundant capability to
avoid such conflicts. You might choose to use them in a primary and backup role, even
though the HMCs are not restricted in that way. The interface locking between two HMCs is
automatic, usually of short duration, and most console operations wait for the lock to release
without requiring user intervention. However, if one HMC experiences a problem while in the
middle of an operation, it may be necessary to manually release the lock.

When running two HMCs to the same server, you should also be careful with long running
functions, as they may be impacted if they have not completed before an additional function is
run on the second HMC.
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Migration of existing LPAR
profiles to HMC

Users of logical partitioning have a new interface for managing LPAR on System i5 systems.
The Work with System Partitions option available in V4R4/V4R5/V5R1/V5R2 is no longer
available in V5R3 running on the new System i5 hardware. This option has been moved from
DST/SST to the Hardware Management Console (HMC). The HMC is required for any
System i5 that is running logical partitioning. All LPAR configuration profiles must be created
and managed from the HMC.

In this chapter the following topics are discussed:

» Migration planning

Preparing your system for migration to HMC
Migrating Linux partitions

Migration example scenarios

Backing up HMC profiles

vVvyyy
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9.1 Migration planning

This section focuses on the planning activities required to move POWER4™ LPAR
configurations to System i5 HMC LPAR profiles. You must understand your current LPAR
environment and have accurate documentation of how your system is configured and an
inventory of the resources that are presently in use. There are several tools and tasks that
can be used to document the current system environment and plan for a successful
migration. The following ones are recommended:

» Use DST or SST to print a copy of your current system configuration.

» Get a printout of your current system resource allocations.

» Review the resources in the Primary partition.

» Review bus numbering.

» Use the LPAR Validation Tool (LVT) to create a graphical worksheet of your partitions.

» Review your current system configuration to identify unsupported hardware at V5R3 and
determine a migration plan.

» Review this redbook to understand V5R3 changes and System i5 enhancements.
» Create a customized migration checklist.

» Schedule a pre sale Solution Assurance Review (SAR).

» Order the System i5 system.

9.1.1 Use DST or SST to print a copy of your current system configuration
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Before upgrading an existing LPAR system, it is necessary to get the rack configuration of the
system with the details of each logical partition. This information is available through the
Display Partition Information screens which are available in Dedicated Services Tools (DST)
or System Service Tools (SST).

The following steps document the process to print a rack configuration for a partitioned
system running V5R1/V5R2. It is a single pass that generates a multi-part report. The first
section looks very much like a normal rack configuration and can be used to verify the system
inventory. The remaining sections display the hardware assigned to each partition.

Note: The following procedure includes certain steps to clear out the non-reporting
hardware prior to printing the rack configuration from DST. This is necessary because
there is no way to determine from the printout if the hardware listed is actually there or not.
If you feel comfortable that there is no non-reporting hardware, you can perform these
tasks from SST. Skip steps 1, 2, and 3 and simply start with step 4.

Perform the following steps:

1. Access the DST console environment. Place the Control Panel in B Manual mode and
then use the up/down arrow keys to select function 21. Press Enter. The DST menu
displays on the system console. Log on the system with a valid DST user ID and
password.

2. From the Work with Partitions screen, select Option 4, Recover Configuration Data.

3. Clear out old hardware from the partition table by selecting Option 4, Clear Non-reporting
Logical Partitioning Resources.

Note: All partitions must be active to select this option.
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4. On the Work with Partitions screen, select Option 1, Display Partition Information.
5. Select Option 5, Display System I/O Resources.

6. Use the F6 Print Key to print a copy of the rack configuration. This printout contains all of
the information usually collected from the Hardware Service Manager plus all of the
partition information.

9.1.2 Get a printout of your resource allocations

To document your resource allocations, perform the following steps:

1. Start SST by entering STRSST.

2. Log on using a valid Service Tools user ID and password.

3. From the Service Tools menu, select Option 5, Work with system partitions.
4

. From the Work with System Partitions menu, select Option 1, Display partition
information.

5. Press F6 from the Display Partition Information menu to get a printout of your resource
allocation information. F6 prints information from each of the listed options on the Display
Partition Information menu.

6. Use the F12 key to logout of SST.

9.1.3 Review the resources in the Primary partition

Review the resources in the Primary partition. A Primary/P0 partition no longer exists in a
System i5 system at V5R3. If the Primary/PO0 partition is migrated, it will be assigned the next
available partition number.

For example, a 4 LPAR system (PO, P1, P2, P3), PO will be migrated as P4. Orin a2
processor system (maximum is 10 LPAR per processor) with 20 LPAR (PO through P19),

PO will be migrated as P20. Care must be taken to assure that the new system is ordered with
sufficient resources to account for any loss of hardware resources as a result of the migration
(replace unsupported hardware like migrations towers, etc.). Planning is critical for customers
who use the Primary partition as a production partition. The best migration plan would
relocate the Primary partition resources to the new System i5 system intact so that a scratch
install is avoided.

9.1.4 Bus numbering

It is important to understand that the bus numbering of the system unit will change after the
upgrade. This is critical to preserve or to update logical partition configurations after the
migration. For example, let us consider an 810 to System i5 520 upgrade. The 810 system
unit has bus numbers 1 and 2. After the upgrade to the System i5 520, the new system unit
will contain buses 2 and 3. At installation time, the IBM Customer Service representative
(CSR) will take steps to prevent the re-numbering of the other existing buses.

9.1.5 Use the LVT tool to create a graphical worksheet

This task is optional but recommended. If you would like to create a graphical layout of your
partitioned system, use the Logical Partitioning Validation Tool (LVT). The LVT is available
to assist the user in the design of LPAR systems and to provide an LPAR validation report
that reflects the user's system requirements while not exceeding LPAR recommend. This is
also a good method of inventorying your system and it provides a picture of slot layout and
usage.
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To download the tool, visit the /BM eServer iSeries Support Web site and look for iSeries
Tools. Use the following URL:

http://www-912.7ibm.com

Note: The LVT is not a marketing configurator. It does not automatically add hardware
features (except base and primary CD or DVD). It will not prevent inefficient system design
so0 long as the design itself meets manufacturing card placement rule and minimum LPAR
recommendations.

9.1.6 Review the list of supported and unsupported hardware

With every new release of the OS400 Operating System and new hardware announcement
there are changes that inevitably cause some products and features to become obsolete or
unsupported. An example of this is the removal of support of migration towers. The System i5
platform does not support the attachment of migration towers. You must plan for this change
in case replacing the migration tower requires additional expansion towers and features to be
purchased. For more hardware and software planning information, visit the /BM eServer
iSeries Support Web site under Planning:

http://www-912.ibm.com

9.1.7 Create a customized planning checklist

Create a customized planning checklist to use prior to and during the migration. Go to the
V5R3 iSeries Information Center. From there you can run an interview wizard through
EZ-Setup for iSeries You can create a customized planning checklist by entering your
proposed system data and requirements. For more information, visit the IBM eServer iSeries
Support Web site under Technical Databases.

http://www-912.1ibm.com

9.1.8 Schedule a Solutions Assurance Review
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Note: This is an IBM Business Partner or IBM Sales Representative task.

Partition planning is critical to ensure that each partition is configured with sufficient CPU,
memory and I/O resources to support the proposed solution. Applications may have special
licensing requirements to run in an LPAR environment. Partitioned systems have additional
installation and systems management requirements that need to be carefully reviewed.

If logical partitioning is part of your solution design, completion of an expert level Pre-Sale
Solution Assurance Review (SAR) is recommended before you order your new System i5
hardware. This formal review meeting includes a technical inspection by Subject Matter
Experts who were not involved in designing the solution. For more information, visit one of the
following Web sites:

IBM Business Partners:

http://www-100.1ibm.com/partnerworlid/software/Sal/assur30i.nsf/Web/Learn

IBM:
http://w3-1.ibm.com/support/assure/assur30i.nsf/Web/SA
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9.1.9 Order the System i5

Order the necessary hardware and software based on the output from the LVT tool or
validated work sheets/configurator output.

9.2 Preparing your system for migration to System i5 and HMC

Before you start the migration, complete the following required tasks:

» Review your LPAR configuration. Clean up non-reporting resources and unsupported
hardware, including attached migration towers.

» Load V5R3 on all 0S400 partitions.
» Update the Linux kernel to 2.6, if you are running a Linux Partition.
» iSeries Navigator should be V5R2 or higher.

» Verify that you have System Administrator or Advanced Operator authority on the
Hardware Management Console. This is done during the setup of the HMC.

9.2.1 Load V5R3

V5R3 is required in all System i5 partitions. Prior to moving to System i5, you must schedule
some time to load V5R3 on each OS400 partition on your current system. Review

Chapter 1.2, “Software requirements” on page 5. This section discusses licensing rule
changes for V5R3.

9.2.2 Update the Linux kernel

System i5 requires Version 2.6 of the Linux kernel. A new redbook is in progress that will
cover the migration of existing Linux partitions to V5R3 and System i5 systems.

9.2.3 iSeries Navigator

iSeries navigator is the recommended tool to use to move/export your current LPAR
configuration to the System i5 platform. The export function of iSeries Navigator converts the
LPAR configuration to a binary file which can be saved to 3 1/2 diskette or DVD/RAM if one is
available on your PC. Use this saved file to restore the LPAR configurations to the HMC.
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9.3 Migrating Linux partitions

This topic describes the options and requirements for migrating a Linux installation from an
iSeries server to an @server System i5 system.

The first step in migrating a Linux installation from an iSeries server to an @server System i5
is to upgrade to a Linux version that supports the @server System i5 system.
Follow these steps to complete the Linux upgrade:

1. On your existing iSeries server, upgrade to a new Linux version that supports the @server
System i5 systems. Refer to your Linux distributor documentation for detailed instructions.

2. Replace your existing I/0 device drivers with System i5 I/O device drivers. If virtual I/O is
being used, it must be configured in the OS/400 partition that provides the virtual /0O
device.

3. From the new Linux distribution, retrieve an @server System i5 kernel and store it in the
0S/400 file system.

4. Configure the @server System i5 partitioning. See Chapter 5, “Partition creation using the
HMC” on page 139 for instructions.

5. Migrate the OS/400 hosting partition to the new system.

6. Boot the Linux partition from the new Linux kernel.

For a full discussion of Linux on @server System i5 systems, review the IBM Redpaper,
Linux on i5: Implementation Guide, SG24-6388.
http://www.redbooks.ibm.com/redpieces/pdfs/sg246388.pdf

9.4 Migration scenarios

This topic presents the process and tasks involved in migrating to System i5 for two
scenarios. The first is an upgrade from an 810 with two OS400 logical partitions to a 520
System i5 system. The second scenario in an upgrade from an 825 with three OS400 logical
partitions to a 570 System i5 system.

Attention: Some IBM services are billable to the customer. Prior to starting the upgrade,
all details of the upgrade should be discussed to determine the scope of the services
performed by IBM. This can be done during the pre-sale Solution Assurance Review.
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9.4.1 Information gathering and pre-sales planning

In the first scenario, the current system has two OS400 LPARs (PO and P1) and consists of
the 810 system unit and one 5094 tower. All of the PO Primary partition resources are located
in the 810 system unit. All of the resources for the P1 Secondary Partition are in the 5094
tower. A Primary partition no longer exist in the System i5 systems. However, in this case
there is production work done in the Primary partition of the 810 which requires this partition
to be migrated to the 520.

As the information gathered is reviewed, you should consider ways to migrate to the new
System i5 system with the least amount of disruption or changes. Particularly consider ways
to move over intact the essential resources of the Primary partition at migration time (Console
and Disk IOA and all Disks including the load source). This will greatly simplify the migration
process by avoiding the reload of the partitions. Figure 9-1 is a general illustration of the
Current and Proposed Systems for both scenarios.

Current System

Proposed System

520 5094

Figure 9-1 First Scenario 810 to 520 Upgrade
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In the second scenario, the current system has three OS400 LPARs (PO, P1and P2) and
consists of the 825 system unit, a 5094 tower with a 5088, a 5074. The essential resources
for the Primary partition are located in the 825 system unit (includes load source, disk and
console I0As). All of the resources for Secondary Partitions P1 are in the 5074 tower and all
of the resources for P2 are in the 5094. The 5088 contains some switchable resources and
other Primary partition resources. There is production work done in the Primary partition of
the 825 which requires this partition to be migrated to the 570. Figure 9-2 is a general
illustration of the current and proposed systems.

Current System
5074

5094/5088

2 HSL Loops

Proposed System
5074

5094/5088

1 HSL Loops

570

Figure 9-2 Second scenario 825 to 570 upgrade

Tips: There are new DVD features for 520 and 570. Previous DVD features do not
physically fit in the system unit slots. The 520 has two DVD slots, but only one can be used
for OS400. There is no longer a Console IOA placement requirement in the System i5
system unit with the exception of Ops and LAN Console. The system unit can only hold
one logical partition.
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The following tasks provide the necessary information to plan the migration. After reviewing
this information, you will be able to plan the migration and identify any changes required to
the current system configuration as well as the configuration of the proposed system.

1. Print a copy of the current LPAR configuration.
2. Print a copy of the current resource allocation.

3. Review the current LPAR configuration and resource allocation printouts to create a
graphical worksheet for the current system configuration using the LVT Tool as follows:

a. Select File, New then the System Type from the pull down list (Figure 9-3).

% LPAR Validater B i [

[P e S P pr

pe==i lNew - System Selection I =l

System Type: | Please select one « |

Please select one |~
9110_510
9111_520
9113_550
9117_570
09118_575
9119_590
9119_595
9123_710
0124 720
9406_520
9406_550
0406_570
0406_595
9406_270
800

810

820 -

I
] |

MNext = || Cancel

1]

Figure 9-3 Example of LVT initial window

Chapter 9. Migration of existing LPAR profiles to HMC 259



b. Complete the System Selection window (each option is described below) and click
Next (Figure 9-4):
i. System Type: Select the iSeries model (810 in this scenario).
ii. Primary Partition OS Level: Select Operating System Version and Release that

will be used by the Primary partition (this option will not be available in System i5
models as a Primary partition no longer exists).

ii. Interactive Feature: Select Interactive Feature of your iSeries model (automatically
selected for i800, 810, 825, 870, and some 890 models depending on the Server
Edition).

iv. System Memory: Enter Total system memory of your iSeries.

v. Number of Partitions: Enter total number of Logical Partitions of your iSeries.

vi. Secondary Partition Default Level: Select Operating System Version and
Release that will be used in the Secondary Partitions (select None if a different
Release or Operating System will be used).

Total Number of Processors: Select total number of processors available in the
iSeries (this will vary on Capacity of Demand iSeries models).

Vii.

% LPAR Yalidater =10l x|
R oramsaecon Y |
051
— Systemn Type: | 810 -
Primary Partition 05 Level: WER3MO -
FProcessonPackage Feature: ’W
Interactive Feature: 7430 -
System Memory (GBY: ’—?
Murnber of Paritions: |—2
Secondary Fartition Default Level: VSR3IMO -
Mumber Of Processars:
] MNext = | | Cancel =

Figure 9-4 Example window System Selection options
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c. Complete the Partition Specifications window (each option described below) and
click Finish (Figure 9-5).

i. Primary Partition Console Type: Select the console type that will be used by the
Primary Partition (i.e. 9793 for Operations Console or 4746 for twinaxial, etc.)

i. Shared Processor Pool: Enter amount of processor that will be shared among

partitions.

iii. Shared checkbox: Check this box if the partition will be using shared processors

iv. # Processors: Indicate number of processors required by the partition. If Shared,
the number can be decimal value. A minimum of 0.25 processor is recommended
for the Primary partition. Secondary partitions must have at least 0.1 processors.

v. Batch CPW: It will be determined automatically based on the number of

processors.

vi. Memory (MB): Enter amount of memory required by the partition in Mega Bytes.

Vii.

that will be used for Interactive work.

H LPAR Yalidater 10l =|
File mom oo e
: ¥ x—
051
" 10P: Sytern Model: a10 Total Available Resources:
Frocessar/Package Feature: 2469_0869_7430 Dedicated Processars: 1]
Interactive Feature: 7430 Shared Processors: 1]
Systerm Memoary (GEB): T.0 Batch CPW: 1
Total Processars: 2 Memaory (ME): 1]
Frimary Partition Console Type: 0740 — Interactive Percent: 63
Shared Pool Processars: ,72 Interactive CRYY: 1701
Partition DS Yersion |  Shared | #Processors | Batch CPW | Memory(ME} [ Int% | IntCPW
Primary V5R3IMO [vi 0.75 1012 4096 37 999
P1 V5R3MD ¥ [vi 1.25 1687 3072 s 0
057400 License(s) Reguired: 0.0
= Back | | Finish | | Cancel =

Figure 9-5 Example window Partition Specifications
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d. Select applicable features (IOPs, I0As, Disk, Towers, etc.). To add a feature first
select the IOP, IOA, Drives or Linux tabs. Then select the feature and click Add next

to the desired slot or location (Figure 9-6).

File Edit Report Validate Help

Q5 Level for Part Selection: |V5R2MD hd

[(1oPs | 10&s [ Drives | Linux |

810-0 | 50941 |

Disk Drives

4317 8.58GE 10k RPM Disk Unit
4318 17.54GE 10k RPM Disk Unit
4319 3516GE 10k RPM Disk Unit
4326 35.16GE 15k RPM Disk Unit
4327 70.56GE 15k RPM Disk Unit
CDDVD

4625 CODROM

4630 DVD-RAM

4631 DVD-ROM

Internal tape

4682 4GB 144 inch Carridge Tape
4683 16GE 1/4 inch Cartridge Tape
4684 30GE 174 inch Cartridge Tape
4685 80GE Vi¥A-2 Tape

4686 25GE 1/4 inch Carridge Tape
4687 50GE 1/4 inch Cartridge Tape

AddiRemaove | Slot 1OPAOADey Partition Description

| Add D42 Primary Internal Tape/CD-ROMIDYD-... |+
Remove D41 4631 F1-C02 CO-ROMIDYVD-RAM (Reguired
Remaove DBE3-0 4318x8 P1-C02 D31,032,033,034,035
Remove DE3-1 4318x5 P1-C02 036,037,038,039,040
Remaove DB3-2 4318x8 P1-C02 046,047 048,045,050

Add DE1-0 Primary D01,002,003,D04,005

| Add DE1-1 Primary 011,012,013,014015

[ Add DE1-2 Primary D21,022,023,D24,025

| Add DB2-0 Primary D06,007,008,005,010

[ Add DE2-1 Primary D16,017,018,019,020

| Add DB2-2 Primary 026,027 028,025,030

| Add 15 Primary 104,

| Add c14 Frimary IDFN0A

| Add c13 Frimary ICFIOA

| Add c12 FPrimary IOFI0A

| Add 11 Primary 10PN OATS
Remove cog 5702 Sw-LPAR Ultra Tape Controller
Remove cog 2844 Swe-LPAR 64 MB IOP
Remove cov 2849 F1 10010 Mbps Ethernet
Remove (o151 2T44 P1 Ultra Magnetic Media Clir
Remove C05 25844 F1 b4 ME 1OF
Remove 04 2745 P1 Ultra Magnetic Media Clir =

Figure 9-6 Example window features and towers

e. Validate the LPAR configuration by selecting Validate. Correct any errors as they
appear in the message window in red (Figure 9-7).

File Edit Report | Validate | Help

0S8 Level for Part S ‘alidate Partitions At hl]-l] r5094_1 |

| I —
[(1oPs | 10As | Drives | Linux |

Disk Drives

4317 8.58GE 10k RPM Disk Unit
4318 17.54GE 10k RPM Disk Unit
4319 35.16GE 10k RPM Disk Unit
4326 35.16GE 15k RPM Disk Unit
4327 70.56GE 15k RPM Disk Unit
CD/DVD

4625 CDROM

4630 DWVD-RAM

4631 DVD-ROM

Internal tape

4682 4GE 174 inch Cartridge Tape
4683 16GE 1/4 inch Carridge Tape
4684 30GE 144 inch Cartridge Tape
4685 80GE V¥A-2 Tape

4686 25GE 1/4 inch Cartridge Tape
4687 50GE 174 inch Cartridge Tape

AddiRernove | Slot IOPAOADeY | Partition Description |
| Add D42 Primary Internal TapediCD-ROMIDVD-...
Remove D41 4631 P1-C02 CD-ROM/DYVD-RAM (Reduired)
Eemove DE3-0 4318x5 P1-C02 D31,0320D33,0D34 D35
Remaove DE3-1 4318x5 F1-C02 036,037 D38 039,040
Remaove DE3-2 4318%5 F1-C02 D46,047 D48 049 050
Add CB1-0 Primary 001,002,003,004,005
| Add CE1-1 Primary C11,012,013,014,015
Add DB1-2 Primary 021,022,023, 024,025
| Add DE2-0 Primary DO6,007,008,009,010
[ Add DB2-1 Primary D16,017,018,019,020
Add DEz-2 Primary D26,027,028,029,030
| Add C15 Primary 10A
| Add c14 Primary 10PACA
| Add c13 Primary 10PAOA
| Add c12 Primary 10PAOA
Add 11 Primary 10O PIOAES
Remaove o9 5702 Sw-LPAR Ultra Tape Contraller
Remaove cog 2844 Sw-LPAR 64 MB IOF
Remaove cor 28449 F1 10010 Mbps Ethernet
Remove CO&E 27449 F1 Ultra Magnetic Media Ctir
Remaove Co5 2844 F1 G4 ME IOF
Remaove 04 2744 P1 Ultra Magnetic Media Ctir = |
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f.  The resulting report can be viewed or saved to disk by selecting Report. For more
complete information, save both the Detail and Summary versions of the report using
the All option (Figure 9-8).

File Edit | Report | Validate Help
08 Level ;ﬁew on: [VERZMD w 8100 | 509?-1 [ |
e = AddiRemaove Slot IORAOAD ey Fartition Description
D:::;rm Saveas 7 | Linux | [ Add D42 Primary Internal TapefCD-ROM/DVD-.
> . . e | _ " _ .

e
4318 17.54GB 10k RPM Disk Unit e at
4319 35.16GE 10k RPM Disk Urit Repoitiaeioy X]},037,038,039,D40
4326 35.16GE 15k RPM Disk Unit .D47,D48,D48, D50
4327 70.56GE 15k RPM Disk Uit Select "All' o one or more of the choices below. .D02,003,004,D05
CDIDVD [012,013,014,D15
4625 CDROM I i [022,023,024,D025
4630 DYD-RAM Detail \D07,008,008,010
4631 DYD-ROM Summary ,[01M7,018,018,020
Internal tape 27, 028,029,030
4682 4GB 1/4 inch Cartridge Tape
4683 16GE 1/4 inch Cartridge Tape 1004,
4684 30GE 1/4 inch Cartridoe Tape 1008
4635 B0GE VA2 Tape O
4686 25GE 1/4 inch Cartridge Tape 1S
4687 50GE 1/4 inch Cartridge Tape - Tape Controller

B IOP

/10 Mbps Ethernet

Ok I | Cancel a Magnetic Media Ctir
B IOP
Remove o4 27449 F1 Ultra Magnetic Media Ctir - |

Figure 9-8 Example window view or save report

g. The following images contain relevant portions of the Detail reports for the existing 810
and 825 in these scenarios (see Figure 9-9 here through Figure 9-16 on page 267).

LFPARValidater Report Viewer

Baj=)>

System Selections —-—

Primaryw Partition 0% Lewel..:
System Model..... ... cononaaat
Processor/Package Feature...:
Interactive Featlre.........:
FO Console THPpE. @0 o e eeeeenaat
Svstem Memory (GE)...eeeaeaat
Total ProceSSO0rS. @ - aeeeess-at
Dedicated ProcesSsSorS.....a..:
Shared ProcesSS0rS...aessesaat
Eatchh CPW. .. ..o i s i eememnat
Interactive CPW........ccceaat
Total Partitions............:

Partition Specifications

WASRZHMO

[igeries Model 510

2469 05697430

7450
9749
7.0

- Model 510 Z-way Enterpri
2700 CPW Interactiwve FPackage Featu
Base 100/10 Mbps Ethernet

Partition a5 Ver Shared # Procs Batch CPFW  Mem (ME) Int % Int CPW
Primary WSRZMO k' o.75 lo0lz 4096 37 999
Fl WSRZMO W 1.25 1657 307z 50 1350

Figure 9-9 LVT report — current system first scenario page 1
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LPARValidater Report Viewer E]@
—— Tower Properties —-— o
S10-0 —— i3eries HModel 510
Slot Partition Dewice Description
DES Frimary -— A4315=5 17.54GE 10k RPM Disk TUnitc
DES(a) Primary -— MNone Disk Driwves
DES (k) Primary -— MNone Disk Driwves
DEZ2 Frimary -— A4315=5 17.54GE 10k RPM Disk Unitc
DEZ(a) Primary -— MNone Disk Driwves
DEZ (k) Primary -— MNone Disk Driwves
DE1 Frimary -— A4315=5 17.54GE 10k RPM Disk TUnitc
DE1L (=a) Primary -— MNone Disk Driwves
DEL (k) Primary -— MNone Disk Driwves
DOS Primary — Mone Internal Tape  CD-FROM/DVD-FEA4TT
L O7 Frimary -— 4530 DWD —FAl
-+
I[EME Primaryir 2586x Emhedd=ed IOP E
cCor Primaryir Q793 EBase Z-Line WAN w/ Integrated Modem Lug
COs Primary o749 Ease 100710 Mbps Ethernet =
Cos Primaryir L Twinaxial Workstation #
0 Frimary =544 543 ME IOP 1
Coz Primaryir 5701 1 Gbhbp=s Ethernet ITTFE
Coz= Primaryir s7o0=z Tltra Tape Controller
Col Primaryir 2757 PATD Diisk TUnit Ctlx

Figure 9-10 LVT report — current system first scenario page 2

LPARValidater Report Viewer E]@
S094d4—1 —— Expansiorn lower

Slot Partition Dewice Description

D212 Primarsy Morne Internal Tape  CDO-FOM DWVD-FATT

=11 Fl1 — Coz AE31 CD-ROMADWVD-RAM (Recired)

DEZ-—10 Fl1 — Coz A315=5 31,032,353, 034,035

DEZ—1 Fl1 — Coz A315=5 L3535 D37, D35, 039, D40

DEZ—2 Fl1 — Coz A515=5 Das DA77, D4as , 049 D50

DE1-0 Primary Mone D0l,00z,D05,004,D05

DE1-1 Primary Mone 011,012,015, 014,D15

DE1-Z= Primary MNone Dzl ,Dz2z2,D25,D24,DE5

DEZ-0 Primary MNone Dos,Do7,0os, o9, D10

DEZ—1 Primary MNone Dl1&6,017,D18,D019,D20

DEZ-—= Primary MNone D26 ,Dz27,Dea, D29 ,D3E0

+——
C15 Primary Mone TOd E
C14a Primarsy Mone TOFAT04 Ly
C13 Primarwy Mone TOFAT04 =5
C1z Primary Mone IOPAI04 ##
C11 FPrimariy Morne TOFAT0AATHS

Co9 Sw—-LPAR 570z Tltra Tape Controller E
COS Sw—LFPAR 2544 54 ME IOFP o
cCowr F1l =549 10010 Mbps Ethernet =3
C O Pl 2749 Tltra Magmetic Media Ctlx ##
CO5S F1l 2544 54 ME IOFP

[ § Pl 2749 Tltra Magmetic Media Ctlx E
COos Fl <7 <15 Twinaxial Workstation o
CO= F1l AT7TE P4LTD Disk TUnit Ctlr: =3
COL1 F1l 9544 Ease 64 ME IOP #

4]

Figure 9-11 LVT report — current system first scenario page 3
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LPARValidater Report Viewer E]@-
—— Svwstem Selections —-—
Primary Partition 0% Lewel.. WESR3IMO
SGvwstem Model iSerie=s Model S5Z25
Processor sPackage Feature.. Z2473_087353_7415 — Model S=25 I3/6—way Enterp
Interactive Feature........ 7415 — 6600 CPW Interactiwve Package Featu
PO Console TyPE. oo e .. - 47445 — Twinaxial Workstation
SGvstem Memory (GE)..... 10.0
Total ProcessSorS....... =]
Dedicated ProcessSorsS.. . <)
Shared Processors...... <)
Eatch CPI. .. ... eann. sa00
Interactive CPW........ [=1=quln]
Total Partitions............: <)
—— Partition Specifications —-—
Partition a3 Wer Shared # Procs Eatch CPW HMem [(ME) Int % Int CPW
Frimary WSEISMO i) Z.00 33500 5143 33 2175
F1l WSEISMO w 1.50 1a50 =045 =5 16850
F= WSEISMO w 1.50 1las50 =045 =5 1850
Totals - - 5.00 sae00 loz4a0 g3 5475

‘l

Figure 9-12 LVT report — current system second scenario page 1

LPARValidater Report Viewer =0 <
—— Tower Properties —-— -
S25-0 —-— diSeries Model S5z25
Slot Partition Dewvice Diescription
DE 4 FPrimarsy — A32EmE 35.16GE 15k RPM Disk Unit
DB 3 FPrimary - A326xE 35.15GE 15k RPM Disk Unit
DE = Primary -— AFZ6x5 35.16GE 15k RPM Disk Unit
15 Primarsy — Iorne Internal Tape  /CD-FROMADVD-FATT
17 Primarwy -— A531 WD —FOM
Clz Sw—LPAR =254l 54 ME IOF E
C11 Sw—LPAR S5704 Fiber Chanmnel Tape Ctlr hu)
c10 Sw—LPAR MNone TO4 3
#
2
e
o7 Primarsy 9544 Ba=e 54 ME IOF E
[EME Primarsyy Z88E 10010 Mbps Ethernet g
COG Primary Q793 EBase Z-Line WAN w/Integrated HModem =]
Co5 Primary =757 RATD Ddisk Tnitc Ctlce #
1
++—+—+++++++++++++ -+ttt
Coa Frimary 2544 54 ME IOFP E
Co3 Primarsy A7 a5 Twinaxial Workstation hu)
CoOz Primarsy MNone TOP/AT0O&8 =1
Col Primary MNone TI08 #
3 |-
Figure 9-13 LVT report — current system second scenario page 2
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LPARValidater Report Viewer E]@

S5074-1 —- Expansion Towexr - |
Slot Partition Dewice Description

DE 1 Fl1 - CO& 451510 17.54GE 10k REFPHM Disk Tnit

DE1L(a) Fl1 — COg5 Norie Disk Driwves

DEL (k) Pl - CO& MNore IDisk Driwves

DE = Fl1L — Cl1l=z 431810 17.54GE 10k EREFM Disk TUnitc

DEZ(=) Pl - C1=2 MNore IDisk Driwves

DE= (b)) P1L — C1=2 Ione IDisk Drives

DE S Fl1 - CoOZz 451510 17.54GE 10k REFPHM Disk Tnit

DES (o) P1 — CoOz Florie IDisk Driwves

DES () Pl - COZz MNore IDisk Driwves

1= FPl1L — CoOz Forie Internal TapesCD-ROMADWVD -FRATT

<11 Fl1 - CoOZz a5 CDEROM

C1l5 F1l Morne IO E
C1l4a Pl MNorie ITOPATOR juy
Lo ] F1l Morne IO =]
C1lz Pl A7 TE RATD Disk Tnit Ctlr #
C1l1l F1l 2545 54 ME IOF

-+

cC1lo0 F1l Morne IO

co9 Fl A7 S Twina<ial Workstation

Co7 Fl A7 S Twina<ial Workstation

COS F1l ATFTE PATD Disk Uit Ctle

Cos F1l 2545 54 ME IOF

Co4 Pl None IO B
Cos Pl 45355 100410 Mbps Ethernst i
Ccoz Pl 4775 BATD Disk Unit Ctlre ]
Col Pl o045 Ease 54 MBE IOP # (=
e »

Figure 9-14 LVT report — current system second scenario page 3

LPARValidater Report Viewer E]@
5094—-2 —— Expansion Tower -
Slot FPartition Dewice Description
3= Primary MMorne CD-FROMA DVD-FAM [(Recpaired)

31 Pz — COz AES0 CD-ROMADVD-FRAM [(Fecuaired)

DES—0O Pz — COZz AF2E-S L3531 ,D32, 33,0342, D35

DES—1 Pz — COz AFE2E-S D35 ,D37, 035,039, D40

DES—= Pz — COz AFEZEHS Das, 047, 0as a9 D50

DE1-0 Pz — COS AF2E-S Lol,D0z2, 03,002, D05

DE1-1 Pz — COS AFEZ6EmS 11,01z, 013,012,015

DE1—-= Pz — COS AFZEmS D21 ,DE22, a3, D22, D25

DEzZ-0 Pz MNone DOS, D07, 0OS, o9, D10

DEzZ-—1 Pz None 016,017,018 ,019, D20

DE=Z—2 Pz None D26 ,D27,D28, Dz, D30

-+ttt
C15 Pz MNorne TOa E
-1 Pz MNorne IOFP-T04 o
C135 Pz =274z Z Line TI&T =3
Clz Pz =274z Z Line TI&T #
11 Pz 254 54 ME TIOF

Co9 Pz MNorne TOa E
COS Pz =757 FPATD Disk TUnit Ctlxe o
Co7 Pz =274z Z Line TI&T =3
COs Pz 2549 100710 Mbps Ethernet ##
Co5 Pz 254 54 ME TIOF

CO< F= MNone I08 E
Cos F= =Z549 100710 Mbps Ethernet o
Co= F= Z757 FPATD Disk Unit Ctlr =]
Col F= 295a EBa=se &4 ME IOF #

Figure 9-15 LVT report — current system second scenario page 4
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LPARValidater Report Viewer ===

50858-3 -- Expansion Unit =
Slot Partition Dewvice Description

Cl5 Primary None I0a E

Cla Primary None IOP/I0A u

Cl3 Primary None IOP/I04 3

Clz Primary None IOP/I0A #

Cll Primary Q710 EBEase Integrated x3eries Serwver (2.0 GHz)

co9 Primary 5701 1l Ghps Ethernet UTP B =
Cos Primarsy 2544 &1 ME IOF i) [
co7 Primary 2549 100710 Mbps Ethernet 3

CoG Primary 2549 100710 Mbps Ethernet #

cCos Primary 2844 64 ME IOF

Coad Primarvy None I0a B
Co3 Primary 2742 2 Line TAN o
cCoz Primary 2742 2 Line AN 3
Col Primary 2544 64 ME IOP #

Figure 9-16 LVT report — current system second scenario page 5

4. Using these reports, you can identify possible ways to simplify the migration. For example:

— In the first scenario, notice that there are currently (15) FC 4318 disks units in the 810
System Unit which belong to the Primary partition. The 520 System Unit can
accommodate a maximum of 8 disk units (4 base and 4 optional). This means that
there is no room to move over intact all of the Primary Partition disks. One option
considers that there are enough PCI and Disks slots available in the 5094 to relocate
all (15) disk units along with its disk and console I0As from the System Unit to the 520
System i5 system during the migration. This option takes advantage of no longer
requiring a Primary partition in System i5 systems System Unit, which allows all its
resources to migrate intact (PO will become P2 after the migration). Figure 9-17
illustrates this scenario.

Current System

N
Proposed System

AN

AN —
PO Resources¥

Figure 9-17 PO migration first scenario

Chapter 9. Migration of existing LPAR profiles to HMC 267



— In the second scenario, there are also enough available disk slots and PCI slots in the
5094 to relocate the (15) of the Primary partition during the migration. However, there
are other considerations in this scenario. The 825 has three HSL Loops and the 570
System i5 only has one. It is important to consider the HSL cabling between different
technology towers to avoid performance degradation. For instance, the 5074 uses
HSL1, whereas the 5094 and 5088 uses more recent HSL2 technology. In the original
825 configuration they were placed in different loops to help with this consideration but
now there is only one loop. The solution is to place the 5074 in between the 5094 and
5088, minimizing the effects of any contention caused by the slower 5074 hardware.
See Figure 9-18.

Current System

5088

825

5094
PO
\
\
\
\ 2 HSL Loops
_________ A W _ _ """
Proposed System
\
\ 5088

570
5074

1 HSL Loop

Figure 9-18 HSL cabling second scenario

5. Steps 3a through 3f are repeated for the proposed 520 and 570 System i5 systems. This
will illustrate the LPAR configuration and resource allocation as well as the configurations
for the proposed systems to be ordered. The following images contain relevant portions of
the Detail reports for both of the proposed systems. See Figure 9-19 on page 269 through
Figure 9-26 on page 272.
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LPARValidater Report Viewer E]@

—— System Selections —-—

FPrimaryw Partitiorn 0% Lewel..: WSRIMO

Swstem Model. ... ..-..-------.2 [iSerie=s Model 5=z0 |
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9.4.2 Post-sales customer tasks for both scenarios
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At this point the current system information has been gathered and reviewed. This
information was also used to plan the migration, and the necessary hardware has been
purchased. Here are the remaining post-sales tasks to be completed by the customer:

1. Load V5RS3 on all the logical partitions of the current system.
2. Do a complete system save of the current system.
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3. Export the LPAR configuration. Perform the following steps:
a. Start an iSeries Navigator session and select the system that is partitioned

(Figure 9-27).
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Figure 9-27 iSeries Navigator panel

b. Select Configuration and Service (Figure 9-28).
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Figure 9-28 iSeries Navigator panel
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c. Select Logical Partitions, then right-click and select Configure Partition
(Figure 9-29).
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Figure 9-29 iSeries Navigator panel

d. Alist of partition configurations is displayed (Figure 9-30).
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Figure 9-30 iSeries Navigator panel

274 Logical Partitions on System i5



e. Right-click Physical System and select Recovery. Then select Save All
Configuration Data (Figure 9-31).
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Figure 9-31 iSeries Navigator panel

f. Enter a PC filename. The file should have been created prior to this step. You can
browse for the filename as well. Click OK; the file is saved to the media of your choice.
We recommend CD or diskette; the HMC uses either media (Figure 9-32).
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Figure 9-32 iSeries Navigator Save Configuration Data Panel
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9.4.3 Post sales tasks: IBM

Note: Depending on the model System i5 system being install, some or all of the HMC
setup is done by the customer. The smaller System i5 systems are Customer Set Up
(CSU). Refer to 3.1.3, “Initial setup of the HMC” on page 48 for more details.

The IBM Customer Service Representative (CSR) performs the following tasks:

1. Sets up the new hardware and connects the Hardware Manager Console (HMC) to the
new server:

— The setup consists of connecting the HMC to the System i5 system. A UTP CAT 5
cable will be connected from an ethernet port on the back of the HMC to the port
labeled HMC1 on the back of the System i5 system unit (a crossover cable is not
necessary). See the example in Figure 9-33.

Important: Do not connect the System i5 system to utility power until the HMC is attached.
Refer to the HMC Overview Chapter for details.

Figure 9-33 Example of HMC attached to 520 System i5 system

— The IBM CSR would initially only attach the existing towers to the System i5 system
unit via HSL. Any additional towers would be added later. This is to avoid any bus
re-numbering. The server is then powered on and IPL to the Hypervisor level. At this
time, the System i5 system unit has been assigned new bus numbers by the bus
master firmware. The Hypervisor bus master tracks and assigns all bus numbers. The
existing towers retain their bus numbers.

2. The server is then powered down and any new towers are attached by the CSR. The
server is once again to the Hypervisor level, and any new towers are assigned new bus
numbers. The System i5 system unit and original towers retain their bus numbers. See the
example in Figure 9-34.

3. The CSR configures and test the ECS connection and turns the system over to the
customer.
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Figure 9-34 Example of HMC attached to 520 System i5 system now with ECS connection

9.4.4 Customer migration tasks

The customer must perform the following tasks:
1. Complete the setup of the HMC:

— The new HMC will include a setup document and will come pre-loaded with the
Hardware Information Center which contains additional information on many topics
related to the HMC. Review 3.1.3, “Initial setup of the HMC” on page 48 for an overview
of the HMC setup.

Note: To print topics from the Hardware [nformation Center, consider accessing HMC via
the Web-based System Management remote client, which allows you to print from a PC
browser. Review 6.6.1, “Web SM” on page 208 for details on Web-based Systems
Management Remote Client.

2. The customer imports/migrates their LPAR configurations to the HMC:

— During the migration of the LPAR configurations, partition PO/Primary is reassigned the
next available partition number, Pn+1. The Primary partition, as you know it today, no
longer exists. The HMC is now used to manage the partitions.

— To start the import process, a Linux command is executed via the command line from
an rshell session at the HMC.

3. Perform the following steps to migrate the configuration data to the HMC:
a. Minimize your HMC window. You should have a blank screen.
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b. Click the right mouse key on the blank screen. The box in Figure 9-35 is displayed.

‘Fluxbox-0.9.4
Termitals =

Met -
Lock -

Figure 9-35 HMC window

c. Select Terminals and then rshterm. A term session is started (Figure 9-37).

iFluxbox-0.9.4 | Terminals
Terminals = 1
et
Lock

Figure 9-36 HMC window

d. From the xterminal session (Figure 9-37) you can enter the commands to start the
migration process.

> Internationalized Terminal Emulator s Since 2002 4
bi=croot@hmc01:™> )

Figure 9-37 xTerminal session window

e. Load your diskette or CD that contains your configuration data into your drive.

f.  Now enter the following command: migrcfg -t 1 -m [system-name] -f [filename]
(see Figure 9-38).
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Restricted Shell

> Internationalized Terminal Emulator - Since 2002 <

hecroot@hnc0l:™> migrefg -t 1 -m [systemname] -f [filename]l]

Figure 9-38 xTerminal session window

4. After the LPAR configurations are migrated (Figure 9-39), correct any resource
reallocations resulting from PO/Primary being reassigned. Allocate new hardware
resources as required. Validate the new Pn+1 partition (former primary) against the
configuration and resource allocation documentation gathered in early steps. Refer to
Chapter 5, “Partition creation using the HMC” on page 139, for detailed instructions for
allocating resources and creating new partitions.

Important: Before you can activate the former Primary partition in both scenarios, it will be
necessary identify the new locations of all resources that were in the original System Unit
in the Tagged 1/0 tab of the HMC P2 Profile (Load source disk, IOA with other disk, and
console I0A, etc.). For more information, refer to the HMC Profile and Partition Profile
creation in Chapter 5, “Partition creation using the HMC” on page 139.

Figure 9-39 520 with migrated partitions

5. After all allocations have been made and partition profiles verified, the partitions can be
activated. In both of the scenarios listed earlier, all partitions moved over intact.

9.5 Backing up HMC profiles

As with any new install, migration, or upgrade, getting a backup of the new information is
critical. In the following sections, we describe how to obtain the backup.
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9.5.1 Backing up Critical Console Data

Using your HMC you can back up the following data:

User-preference files

User information

HMC platform-configuration files
HMC log files

vyvyyy

The Back up Critical Console Data function saves the HMC data stored on the HMC hard
disk to the DVD-RAM and is critical to support HMC operations. Back up the HMC after you
have made changes to the HMC or to the information associated with partitions.

To back up the HMC, you must be a member of one of the following roles:

» System Administrator

» Operator

» Service Representative

To back up the HMC, do the following steps:

1. In the Navigation area, open the Licensed Internal Code Maintenance icon (Figure 9-40).

Mavigation Area

= Q Management Enviranment
= |:| hmcol.itbm.com
= ] Server and Partition
|:| Frame Managerment
[I Server Management
% Systam Manager Security
;% Information Center and Setup Wizard
= |j|Licensed Internal Code Maintenance
£ HMC Code Update
Licensed Internal Code Updates
# 7] HMC Management
+ [ Service Applications

Figure 9-40 Navigation Area Window, Licensed Internal Code Maintenance

2. In the Navigation area, double-click the HMC Code Update icon (Figure 9-41).

Mavigation Area

-I ' Management Emdronment
= D hmeQ1.ibm. com
= ] 5erver and Partition
D Frame Management
I server Managermen
E3| % System Manager Security
i% Infarmation Center and Setup Wizard
Bl 7] Licensed Internal Code Maintenance
T
& Licensed Internal Code Updates
] HMC Management
] Sendce Applications

Figure 9-41 Navigation Area window, HMC Code Update
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3. Inthe Contents area, select Back up Critical Console Data (Figure 9-42).

HMC Code Update

Mare Infarmation

Femote Res

Figure 9-42 Back up Critical Console Data window

4. Insert a formatted DVD-RAM media into the drive.

5. Select Backup to DVD in Local System to save your critical console data on the HMC
DVD-RAM and click Next (Figure 9-43).

Backup Diglog

You selected to back up critical data for the Hardware Management Cansaole
(HM Y. Select an archive option and click Mesxt.

Critical data archive options

7 Back up 10 mounted remote system

2 send back up critical data to remote site

| Mext || Cancel || Help ||?|

Figure 9-43 Backup dialog window

Note: This backup could take a significant amount of time to complete, perhaps 1.5 hours

if it were over 1 GB in size.
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9.5.2 Scheduling and reviewing scheduled HMC backups
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You can schedule a backup to DVD to occur once, or you can set up a repeated schedule. You
must provide the time and date that you want the operation to occur. If the operation is
scheduled to repeat, you must select how you want this backup to repeat (daily, weekly, or
monthly).

Note: Only the most-recent backup image is stored at any time on the DVD.

To schedule a backup operation, do the following steps:

9.

© N o o A~ w0 Db =

In the Navigation area, open the HMC Management folder.

In the Navigation area, double-click the HMC Configuration folder.

In the Contents area, click Schedule Operations.

From the list, select the HMC you want to back up and click OK.

Select Options > New.

In the Add a Scheduled Operation window, select Backup Profile Data and click OK.
In the appropriate fields, enter the time and date that you want this backup to occur.

If you want this scheduled operation to repeat, click the Repeat tab and enter the intervals
at which you want the backup to repeat. You can schedule backup operations to repeat at
monthly, weekly, daily, or hourly intervals.

In the Set Up Scheduled Operations window, click the Options tab and name this file.

10.When you are finished setting the backup time and date, click Save.

After you have defined a scheduled backup operation, a description of the operation displays
in the Scheduled Operations window.
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10

Using the Advanced Systems
Management Interface

This chapter describes the setup and use of the Advanced Systems Management Interface
(ASMI). The Advanced Systems Management Interface provides a terminal interface via a
standard Web browser to the service processor that allows you to perform general and
administrator level service tasks. An example of these tasks would include reading service
processor error logs, reading vital product data, setting up the service processor, and
controlling the system power.

The ASMI may also be referred to as the service processor menus.
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10.1 ASMI introduction

All System i5 systems would use an ASMI to communicate with the service processor. The
ASMI function provides much of the same function that had been provided in OS/400
DST/SST in all previous releases before i5OS V5R3.

Most System i5 systems would also typically be controlled using the Hardware Management
Console (HMC) introduced in Chapter 3. Any server that would be divided into a
multi-partitioned environment would require the HMC to create and maintain the LPAR
environment. So you would most likely continue to use the HMC for ongoing service
processor management tasks.

However, not all System i5 systems are required to have an HMC for daily operation and
control. One example would be a system with only a single system image (a non-LPAR’d
system). This might be the case with a smaller, less powerful standalone or non-rack
mounted model of the System i5 family. In this situation you could control the management of
the system solely with the ASMI function.

However, using the HMC as the primary console for controlling the system does not
necessarily exclude using the ASMI as a secondary console. The two can be used on the
same system concurrently. When used in this manner, the HMC will have control over most
system management functions, and the ASMI will control a reduced set of functions.

10.2 ASMI concepts and initial setup

The main functions of the ASMI are to perform service functions and various system
management functions. Some of the servicing functions that were previously in the iSeries
service tools will now be performed by the ASMI.

10.2.1 Types of ASMI

There are three methods to provide the access to the ASMI:

» Access via a Web browser
» Access via an ASCII console
» Access via the HVIC

In this book we have chosen the method of using a Web browser to access ASMI.

10.2.2 Initial setup of terminal interface to ASMI
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For details on the setup of the terminal interface to ASMI, please refer to the book, Accessing
the Advanced System Management Interface. There you will be provided details of the
hardware and software requirements for your terminal or personal computer as well as the
actual setup of the three access methods:

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/info/iphby/iphby.pdf

Tip: If you connected your PC or mobile computer directly to the first service
processor port HMC1, you can access ASMI with your Web browser by typing
https://192.168.2.147. If you are connected to service processor port HMC2, you can
use https://192.168.3.147. These are the factory default settings and could, however,
have been changed on your system.
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10.3 Initial tour of the interface

When you connect to the server using the correct secure link and IP address, you will see an
initial Welcome login panel similar to the one shown in Figure 10-1. You need to sign on using
the Administrator profile (or a profile with Administrator authority levels) in order to see and
execute most of the functions described in the remainder of this chapter.

€] Advanced System Management - Microsoft Internet Explorer Q
N

File Edit ¥iew Fawvortes Tools  Help

OBack . ﬂ ﬂ , ) search Favworites dr‘Media {F‘ T i =

Address |&] https:fjfitz.rchland.ibm, com/cgi-binfcgi v ﬂGD Lirks >

Copyright © 2002, 2004 [BM Corporation.
All rights reserved.

Welcome

Machine type-model: $117-570
Senal number: 107418D

Date: 2004-9-17

Time: 3:31:52 UTC

Service Processor: Primary

Current users

User ID| Location
admin |%.10.136.220

é 0 Inkernet

] Expand all menus
g;’"”"'\ ‘* .é (=] tii Q C‘) 6 ) Cifrantishisource. @Adoba FrameMaker
Figure 10-1 ASMI Welcome login panel

Enter a valid User ID and Password, and select the Language you want to use. If this is the
first time that ASMI has been accessed, you may be able to use one of the factory default
User IDs and Passwords shown in Table 10-1.

Table 10-1 Default

User ID Password
admin admin
general general

Note: You should sign on initially with a User ID having administrative authority. It is also
recommended that you change the default passwords to protect the security of your
system. The procedure for changing of passwords is described later, near the end of this
chapter.
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When you first log in to the server, you will see the panel shown in Figure 10-2. You can
choose to expand one or more of the service menus, or you can choose to expand all service
menus to begin.

€] Advanced System Management - Microsoft Internet Explorer E]
I
]

File Edit “iew Favorites Tools  Help

QBack - ﬂ ﬂ ' y ) search “;;','\'\'.‘;"Favorites @Media 5‘ T i@ =

Address | &] hitps: fffitz rehland.ibm, com/cgi-binjegi ¥ ﬂGo Links ™

Copyright @ 2002, 2004 IBM Corporation.
All nghts reserved.

Welcome

Machine type-model: #117-570
Serial number; 107418D

Date: 2004-3-17

Time: 33152 TTC

Service Processor: Primary

HEHEHHHEH

Current users

User ID| Location
admin |%.10.136.220

é 0 Inkernet

& ] Expand all merus

-

S . # _E_Q Q @ 6 3 Cifrantishisource... @ Adobe FrameMaker

Figure 10-2 First ASMI panel after login

More than one user can be signed on to ASMI at the same time. You will see one or more
Current users on the panel for each User ID that is signed on. You will also see the IP
address that the user is working from.

If you are using ASMI and your session remains inactive for any period of time, you will lose
your session. This is a normal security measure.

In the remainder of this chapter we will discuss each of the functions that can be performed
using ASMI, which is sometimes also called the service processor menus.
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10.3.1 Power/restart control
Figure 10-3 shows the expanded Power/Restart Control menu. Using this menu, you can:
» Power the system on or off.

» Set the function to allow an auto-power restart of the system if the system has
experienced a power interruption.

» Perform an immediate power off.
» Perform a system reboot.

» Set the function to allow the system to be powered on remotely through a local area
network (LAN) connection.

Expand all menus
B Collapse all menus

B Power/Restart Control
Pawigr OnfOff System
Auto Power Restart
Immediate Power Off
Systemn Reboot
Wale On LAMN

System Service Aids

System Information

System Configuration

Metworlk Senvices

Ferformance Setup

on Demand Utilities

iZoncurrent haintenance

Login Profile

Figure 10-3 Power/Restart Control menu

Power on / power off system

You can shut down the system and change one or more of the power restart/IPL options, or
you can restart the system. In earlier releases of OS/400 this was done using the physical
control panel of the system or the DST/SST service functions. With ASMI, you can do this
using the options shown in Figure 10-4.

If the system is currently in a powered on state, you will see an option to save settings and
power off. If the system is currently powered off, you will instead see an option to power on
the system.
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Power On/Off System

Current system power state: On
Current firmware boot side: Temporary
Current system server firmware state: Running

System boot speed: | Fast " @

Firmware boot side for the next boot: | Temparary " ©
System operating mode: | Manual " @

Boot to system server firmware: | Standby " ©
System power off policy: | Automatic " @

Save settings @

[ Save settings and power off ] @

Figure 10-4 Powering off the system

Firmware boot side for the next boot

Select the side from which the firmware will boot: permanent or temporary. Typically,
firmware updates should be tested on the temporary side before being applied to the
permanent side. This selection is analogous to the previous OS/400 concept of starting the
system using micro-code from the “A” side (with permanent PTFs applied only) or using
micro-code from the “B” side (using both temporary and permanent PTs applied).

System operating mode

Select the system operating mode: manual or normal. Manual mode is intended to be used
when the system hardware is being serviced. When the system is in manual mode, various
automatic power-on functions such as auto-power restart and timed power-on are disabled.
This selection is analogous to the previous OS/400 concept of starting the system from the
control panel or DST/SST in manual mode or normal mode.

AlX/Linux partition mode boot
Select the boot type for an AlX/Linux partition. This option is enabled only when the system is
not HMC-managed. The choices are:

1. Continue to the operating system (the partition boots to the operating system without
stopping).

2. Boot to the SMS menu (the partition stops at the System Management Services (SMS)
menu).

3. Perform service mode boot from a saved list (the system boots from the saved service
mode boot list).

4. Perform service mode boot from a default list (the system boots from the default boot list).
5. Boot to open firmware prompt (the system stops at the open firmware prompt).

The “service mode boot from default list” option is the preferred way to run stand-alone
diagnostics from a CD-ROM drive. The “service mode boot from saved list” option is typically
a shorthand method of executing the partition's diagnostics. To make this option useful, the
partition operating system must support diagnostic boot, and diagnostics must be loaded on
the partition's disk drive.
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Boot to system server firmware
Select the state for the system server firmware: standby or running.

System power off policy

Select the system power off policy. The system power off policy flag is a system parameter
that controls the system's behavior when the last partition (or the only partition in the case of
a system that is not managed by an HMC) is powered off. The choices are:

1) Power off. (When the last partition is shut down, the system will power down)
2) Stay on. (When the last partition powers off, the system will stay powered up.)

3) Automatic. (This is the default setting. When the system is not partitioned, the behavior is
the same as “power off”. When the system is partitioned, the behavior of the system is the
same as “stay on”.)

i5/0S partition boot mode
Select the i5/0S partition mode for next system boot. This option is available only when the
system is not HMC-managed.

Save settings
Click this button to save the selected options. The power state will not change.

Save settings and power on/off
Click this button to save the selected options and change the system power state. The
power-on option is available only when the system is powered off, and vice versa.

Save settings and continue system server firmware boot
Click this button to save the selected options and change the system server firmware state.
This option is available only when the system server firmware is in standby mode.

Figure 10-5 shows an example of the confirmation you will receive when you successfully
power off the system.

Power On/Off Svstem

Operation completed successfully.
The system 15 powering off

System boot speed: Fast.

Firmmware boot side for the next boot: Temporary.
System operatng mode: Manual

Boot to system server firmware: Standby.

Figure 10-5 Example: Power off confirm
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Figure 10-6 shows an example of the confirmation you will receive when you successfully
power on the system.

Power On/Off System

Cperation completed successfully.

The system is powering on.

System boot speed: Fast.

Firmware boot side for the next boot: Temporary.
System operating mode: Manual

Boot to system server firmware: Standby.

Figure 10-6 Example: Power on confirm

Auto power restart

You can set your system to automatically restart. This function is useful when power has
been restored after an unexpected power line disturbance had caused the system to be shut
down unexpectedly. Select either Enable or Disable from the example shown in Figure 10-7).
By default, the auto power restart value is set to Disable. In many cases, you might not want
the system to restart automatically unless you are reasonably certain that the power problem
has been resolved.

Auto Power Restart

v @

Setting:

Figure 10-7 Auto power restart

Immediate power off

You can power off the system quickly using the immediate power off function shown in
Figure 10-8. Typically this option is used when an emergency power off is needed. The
operating system is not notified before the system is powered off.

Attention: To avoid experiencing data loss and a longer IPL the next time the system or
logical partitions are booted, shut down the operating system prior to performing an
immediate power off.
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Immediate Power Off

Attention: This operation will power off the system immediately
which may result in longer boot time and loss of data.

ETke

Figure 10-8 Immediate power off

System reboot

You can reboot the system quickly using the reboot function shown in Figure 10-9. The
operating system is not notified before the system is rebooted.

Attention: Rebooting the system will immediately shut down all partitions. To avoid
experiencing data loss and a longer IPL the next time the system or logical partitions are
booted, shut down the operating system prior to performing a reboot.

System Reboot

Attention: This option will reboot the system.

(Conine )@

Figure 10-9 System reboot

Wake on LAN

You can power on your system remotely through a local area network (LAN) connection as
shown in Figure 10-10. You can choose to Enable or Disable the Wake on LAN® function.

Note: Wake on LAN is supported on ethernet port 0. It is not supported on ethernet port 1.

Walie On LAN

Setting: | Disabled v @
| Sawve settings

Figure 10-10 Wake on LAN
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Figure 10-11 shows the expanded System Service Aids menu. Using this menu, you can:

Display system error logs.

Set the function to allow a serial port snoop.

Initiate a system dump.

Initiate a service processor dump.

Initiate a Partition Dump

Set up a serial port for the call-home and call-in function.
Configure the modem connected to the service processor’s serial ports.
Set up the call-in and call-home policy.

Test the call-home function.

Reset the service processor.

Reset your system to the factory-shipped configuration settings.

YVYVYVYVYVYVYVYVYYVYY

# Expand all menus
=1 Collapse all menus

Power/Restart Control
= System Service Aids
Error/Event Logs
Serial Port Snoop
System Dump
Semvice Processor Dump
Partition Dump
Senal Port Setup
Modem Configuration
CallHome/CallHn Setup
Call-Home Test
Reset Service Processor
Factory Configuration
System Information
System Configuration
Network Services

Figure 10-11 System Service Aids menu
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Error/event logs

From the System Service Aids menu, you can select the option to display the system
error/event logs. You can view error and event logs that are generated by various service
processor firmware components. The content of these logs can be useful in solving hardware
or server firmware problems. You will see a selection panel similar to the one shown in

Figure 10-12.

Error/Event Logs

LogID
500142599
50012B05
50010DFD
S00105F2
50010587
S000F765
S000EFFO
30004454
50004817

=

Ooooooo

O

Tune

2004-09-12 214734
2004-0%-01 00:02:50
2004-08-30 22:15:01
2004-08-30 02:41.27
2004-08-30 02:38:18
2004-08-30 00:51.27
2004-08-2% 224315
1970-01-14 00:0847
1970-01-13 23:.0%:04

Error logs

Failing subsystem

Zystem Hypervisor Finmware
systern Hypetwizor Firmware
System Hypernsor Fimwrare
Zyetem Hypervizor Finmewrare
systemn Hypetwisor Firmware
=ystem Hypervisor Finmeware
=ystemn Hypetwisor Firmware
System Hypervisor Finmwrare

systern Hypetwizor Firmware

Severity

Tnrecoverable Error
Tnrecoverable Error
Unrecoverable Error
Tnrecoverable Error
Tnrecowverable Error
Tnrecoverable Error
Unrecowverable Error
Tnrecoverable Error

Unrecoverable Enror

SRC
B70047CC
B2018105
B2013105
B2012105
B2018105
B2013105
B2013103
AT004730
ATF004730

Figure 10-12 Error/Event logs

You will first see a listing of all the Error Logs present, then you will see a listing of

Informational Logs. From these panels you may select to display the details of one or more
events, or to clear all error log entries. To select the detail, you would pre-select the event(s)
and click the Show Details button shown in Figure 10-13. To clear all event(s), you would
click the Clear all error/event log entries button, also shown in Figure 10-13.

Show details | @

[ Clear all errorfevent log entries

1@

Figure 10-13 Show detail of Error/Event logs
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A panel similar to Figure 10-14 will be displayed for each of the events that you may have
selected. You would then be able to use the information when working with your hardware
service provider.

FrrorEvent Logs

LogID: 50014959

| Platform Ewvent Log
e T T T T T e T et A == |

Created at : 09/13/2004 21:46:32
Failing Subsystem : 3ystem Hyperwvisor Firmware
Event Sewverity : Onrecoverakble Error

Event Type : Mot Applicable

Error Actions Flags : Report Externally

Jervice Action Regquired
Call Home Required

Primary 3ystem Reference Code

Feference Code : B70047CC
User Data & - 9 : 00000000 00000000 00000000  OQooooooo

Symbolic FRO

Priority : Mediwm Priority
Location Code g
Part MNumber : MEXTLVL

Log Hex Dump g
gooooooo 50450030 01004346 20040913 21463235 EHS O e S
oooooolo 20040913 21473402 45000104 00000000 00 o HES - Tl v i e

I
I
I
I
I
I
I
I
I
I
I
| TSErDE et aae oS : 00000062 0O0O060OQO0  O00DODDZ6k OQOOOOOOQO
I
I
I
I
I
I
I
I
I
I
I

Figure 10-14 Detail of Error/Event logs

Serial port snoop

You can disable or enable serial port snoop on a serial service port. When enabled, data
received on the selected serial port is examined, or snooped, as it arrives. You can also
specify the snoop string, a particular sequence of bytes that resets the service processor if
detected. In this manner the serial port S1 serves as a “catch-all” reset device for service
personnel.

This function is not available if your system is managed by an HMC. If your system is
managed by an HMC, you will see a panel as shown in Figure 10-15.

Serial Port Snoop

Thus feature 15 not avalable when the system 15 managed by an HWC.

Figure 10-15 Serial port snoop not available

System dump

Use this procedure only under the direction of your service provider. You can initiate a system
dump in order to capture overall system information, system processor state, hardware scan
rings, caches, and other information. This information can be used to resolve a hardware or
server firmware problem. A system dump may also be automatically initiated after a system
malfunction, such as a checkstop or hang. It is typically 34 MB.
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Figure 10-16 shows the options you can choose relating to a system dump. You can choose
to change one or more of the system dump options, or you can choose to change one or
more of the options and initiate a system dump.

System Dump

Dump policy: | As needed |+ @
Hardware content: | Automatic | v @
Server firmware content; | Minimurm v @

[ Sawe settings and initiate durmnp ]

Figure 10-16 Initiating a system dump

Dump policy

Select the policy to determine when system dump data is collected. The As needed policy
instructs the service processor (SP) to collect system dump data only when the SP
determines it is necessary — typically only when a specific failure has not been identified.
The Always policy instructs the SP to collect the dump data after any hardware or firmware
error resulting in a system crash. The default policy is As needed.

Hardware content

Select the policy to determine how much hardware data is collected for a system dump. The
Automatic policy instructs the service processor (SP) to collect the hardware data that it
determines is necessary, depending on the particular failure. Automatic is the default policy.

Note that collection of hardware data can be time consuming. In some cases, the user may
wish to override the default policy. The Minimum policy instructs the SP to collect the
minimum amount of hardware data. This selection allows the user to minimize the hardware
data portion of the system dump.

Note that if this option is selected, the debug data collected for some errors may be
insufficient. The Medium policy instructs the SP to collect a moderate amount of hardware
data. This option strikes a balance between dump collection time and amount of data
available for problem debug.

The Maximum policy instructs the SP to collect the maximum amount of hardware data. Note
that if this selection is chosen, the collection of hardware data can be quite time consuming,
especially for systems with a large number of processors.

Service processor dump

Use this procedure only under the direction of your service provider. You can initiate a service
processor dump in order to capture and preserve error data after a service processor
application failure, external reset, or user request for a service processor dump. This
information can be used to resolve a hardware or server firmware problem. The existing
service processor dump is considered valid if neither the server firmware not the HMC has
collected the previous failure data. Figure 10-17 shows that you can select the option to
enable or disable a system processor dump, or initiate a service processor dump.
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Service Processor Dump

(Seveseings ]

[ Save settings and initiate dump ]

@

Figure 10-17 Service processor dump

Setting

Enable or disable the service processor dump function. The default value is enabled. A
service processor dump captures error data after a service processor failure, or upon user
request. User request for service processor dump is not available when this policy is set to
disabled

Save settings
Click this button to save the setting for service processor dump.

Save settings and initiate dump

This button is visible only when a service processor (SP) dump is allowed; that is, when SP
dumps are enabled and the previous SP dump data has been retrieved. Click this button to
initiate an SP dump. Unsaved changes to the enable/disable setting are ignored.

Partition Dump

This feature is available only on non-HMC managed systems, and after the system server
firmware is in running state.

Use this procedure only under the direction of your hardware service provider. By initiating a
partition dump, you can preserve error data that can be used to diagnose server firmware or
operating system problems. The state of the operating system is saved on the hard disk and
the partition restarts. This function can be used when the operating system is in an abnormal
wait state, or endless loop, and the retry partition dump function is not available. The retry
partition dump feature is present only on iSeries systems. See Figure 10-18.

Partition Dump

This feature is available only on non-HMC managed systems, and after the
system server firmware is in running state.

Figure 10-18 Partition Dump feature

Attention: You may experience data loss when using this operation. This feature is only
available on non-HMC managed systems that have the system server firmware in the
Running state.

To perform this operation, your authority level must be one of the following possibilities:

» Administrator
» Authorized service provider
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Serial port setup

You can configure the serial ports used with the call-home and call-in features with this
option. You can also set the baud rate for the serial ports.

This function is not available if your system is managed by an HMC. If your system is
managed by an HMC, you will see a panel as shown in Figure 10-19.

Serial Port Setup

This feature is not avalable when the system iz
managed by an HWC.

Figure 10-19 Serial port setup not available

Modem configuration

You can configure the modem connected to the serial ports used for the server processor
related to the call-home and call-in features with this option.

This function is not available if your system is managed by an HMC. If your system is
managed by an HMC, you will see a panel as shown in Figure 10-20.

Modem Conficuration

This feature is not avalable when the system iz
managed by an HIIC.

Figure 10-20 Modem configuration not available

Call-Home/Call-In Setup

You can select which serial port and modem is used, set various telephone numbers, and add
customer and contact formation related to the call-home and call-in features with this option.

This function is not available if your system is managed by an HMC. If your system is
managed by an HMC, you will see a panel as shown in Figure 10-21.

| Call-Home/Call-In Setup

managed by an HIC,

’ Thus feature 15 not avalable when the system 1z

Figure 10-21 Call-Home setup not available
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Call-Home Test

You can test the call-home configurations and settings after the modem is installed and set up
correctly.

This function is not available if your system is managed by an HMC. If your system is
managed by an HMC, you will see a panel as shown in Figure 10-22.

Call-Home Test

Thus feature 15 not avalable when the system 1s
managed by an HNC.

Figure 10-22 Call-home test not available

Reset service processor

Use this procedure only under the direction of your service provider. In critical systems
situations, such as during system hangs, you can reset or “reboot” the service processor.

This function is not available if your system is powered on. If your system is powered on, you
will see a panel as shown in Figure 10-23.

Reset Service Processor

This feature is available only when the system iz
powered off

Figure 10-23 Reset service processor not available

If your system is powered off, you will see a panel as shown in Figure 10-24 asking you to
confirm and continue with the reset of the service processor.

Feset Service Processor

Contimung will result in the rebooting of the Service Processor.

Continue | @

Figure 10-24 Confirm reset of service processor\

Clicking Continue will cause the service processor to reboot. You will receive a second
confirmation panel as shown in Figure 10-25, and the service processor will reboot. As the
service processor reboots, your ASMI session will be dropped and you will have to reconnect
your session to continue.

Reset Service Processor

Operation completed successfully. The service processor will reboot m a few seconds.

Figure 10-25 Reset service processor success
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Factory configuration reset
Use this procedure only under the direction of your service provider. In critical systems
situations, you can restore your system to the factory default settings.

Continuing will result in the loss of all system settings (such as the HMC access and ASMI
passwords, time of day, network configuration, and hardware deconfiguration policies) that
you have to set once again through the service processor interfaces. Also, you will lose the
system error logs and partition-related information.

Attention: Before continuing with this operation, make sure you have manually recorded
all settings that need to be preserved.

This function is not available if your system is powered on, if the firmware levels of the
permanent and temporary sides are different, of if there is an active HMC session. If any of
these conditions apply, you will see a panel as shown in Figure 10-26.

Factory Confisuration

This option is not available when the system is not powered off, when the
frmware levels m the permanent and temporary sides are different, or
when there is an active HIWC session.

Figure 10-26 Factory configuration reset not available

10.3.3 System information

Figure 10-27 shows the expanded System Information menu. Using this menu, you can:

» Display vital product data.

Perform an SPCN power control network trace and display the results.
Display the previous boot indicator.

Display the progress indicator history.

>
»
»
» Display the Real-time Progress Indicator

Expand all menus
= Collapse all menus

Power/Restart Control

System Service Aids

H System Information
Vital Product Data
Power Conirol Network Trace
Previous Boot Progress Indicator
Progress Indicator History
Realtime Progress Indicator

System Configuration

Network Services

Figure 10-27 System Information menu
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Vital product data

From the System Information menu, you can select the option to display the system Vital
Product Data. This is the manufacturer’s data that defines the system. This data was stored
from the system boot prior to the one in progress now. You will see a selection panel similar
to the one shown in Figure 10-28.

Vital Product Data

[ System VED (5V)

[ Enclosure VED (EWV)
[ Backplane (BP)

[ Disk backplane (DE)
[ Disk backplane (DE)
[0 Media backplane (ME)
[0 Operator panel (OF)
[0 Anchor card (AW

[0 Host bridge BIO to PCI card (HB)
[ KO backplane (IB)

[ KO backplane (IB)

[ KO backplane (IB)

Figure 10-28 Vital product data selection

From these panels, you may select to display the details of one or more hardware
components, or to display the details of all the hardware associated with your system.

As shown in Figure 10-29, to select specific details, you would pre-select the component(s)
and click the Display details button. To select all details, you would click the Display all
details button.

[ Dizplay details ]®

[ Display all details ] @

Figure 10-29 Show details of vital product data
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A panel similar to Figure 10-30 will be displayed for each of the vital product detail entries that
you may have selected. You would then be able to use the information when working with
your hardware service provider.

Vital Product Data

Build name: fips220/b0830a_0434 220
System brand: PO
System serial number: 1074180

Machine type-model 9117-570

RIS L i Senal number Bl CCIMN EIDr  Location code
e number b er

S S0FS110  YL1004000473  B0P5110  528E 0xlc00 TR117.570.1074185D

EWV F7Pee44  YL10%4180056  97P&64d  ZuDA Oxlel0 T7E72.001.DODOAGE

EP FIPG644  YL1054180056  97P6é44  28DA 0x800 TI7E75.001.DODO4GG-P1

DE s0P4s12  YL1324178613  B0P4812  28DE 0x2400 T75752.001.DODO4GE-F3

DE 80P4812  YL1324178613  B0P4212  28DB 0x2401 U7E75.001.DOD04GG-P3

ME s0P4556  YL1224120680  80P4556 2uDC 0x2500 7875001 DODO4GE-P4

O FIPAS40  YL142417715E 97P4540 28D4 0x300 TI7872.001.DOD04GGE-D1

AN s0P5110  YL1004000473  B0P5110  528E Ox300 T7879.001.D0QD04GGE-F1-C10
HE FIPG644  TL1054180056  97P6é44  2BDA 0x2100 TI78752.001.DODO4GGE-P1

IE F7P6e44  YL10%4180056  S7PE644  28DA 0x2000 TT787%.001.DOD04GE-F1

Figure 10-30 Details of vital product data

Power control network trace

You can perform a system power control network (SPCN) trace and display the results.
This information is gathered to provide additional debug information when working with your
hardware service provider.

Note: Producing a trace can take an extended amount of time based upon your system
type and configuration. This is a normal delay due to the amount of time the system
requires to query the data.
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After several minutes, you will see a panel similar to Figure 10-31. Your service provider can
make use of this data if requested.

Power Control Network Trace
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Figure 10-31 Power control network trace

Previous boot progress indicator

You can view the progress indicator that displayed in the control panel during the previous
boot, if the previous boot had failed. During a successful boot, the previous progress indicator
is cleared. If this option is selected after a successful boot, you will see no indicator. You will
see a display similar to Figure 10-32. This information is gathered to provide additional debug
information when working with your hardware service provider after a boot has failed.

Previous Boot Progress Indicator

Mo progress indicators found.

Figure 10-32 Previous boot progress indicator

Progress indicator history

With this option you can review the progress of codes that appeared in the control panel
during the previous boot. The codes display in reverse chronological order. (The first entry
seen is the most recent entry.) This information is gathered to provide additional debug
information when working with your hardware service provider.
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Figure 10-33 shows an example of the progress indicator history selection panel. You can
select one or more codes, as directed by your hardware service provider, and click the Show
details button as shown in Figure 10-34.

Prooress Indicator History

Listed in reverse chronological order.

A77004730
O a7004716
O a7004714
O Crondng1
O Crood40sc
O Cro04087
O Croodosz
L1 7004080

Figure 10-33 Progress indicator history selection

Show details @

Figure 10-34 Displaying the selected entries

A display similar to Figure 10-35 will be shown for the entries that you had selected. The
details can be interpreted by your hardware service provider.

Prooress Indheator History

| SRC Version : O=x02

| Hyperwvisor Dump Initiated: False

| Power Control Net Fault : False

| Additional Sections : Disabled

| Hex Word Count H )

| Reference Code : A7004730

| Hex Words 2 - 5§ : 00000062z OO000062 00060000 QOO0O0ZAah

| Hex Words 6 - 9 : 00001100 OQO0000000 00000000 Q0000000

| |

Figure 10-35 Details of progress indicator history

Real-Time Progress indicator

You can view the progress and error codes that currently display on the control panel.
Viewing progress and error codes is useful when diagnosing boot-related issues. To perform
this operation, your authority level must be one of the following possibilities:

» General
» Administrator
» Authorized service provider
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If you have the required authority level, you will see a panel similar to Figure 10-36.

€] https://9.5.17.168/cgi-bin/cgi?... = | [

01 M V=F
HMC=1 T

Figure 10-36 Real-Time Progress Indicator

System configuration
Figure 10-37 shows the expanded System Configuration menu. Using this menu, you can:

Change the system name.

Display the processing unit identifier.

Configure 1/0 Enclosure

Change the time of day.

Establish the firmware update policy.

Establish the Detailed PCI error injection policies
Change the Interposer Plug Count

Change the HSL Opticonnect Connection

Enable 1/0 Adapter Enlarged Capacity

View Hardware management Consoles connection

YVYVYYVYVYVYVYVYYVYY

Expand all menus
B Collapse all menus

Power/Restart Control
System Service Aids
System Information
= Systern Configuration
System Name
Processing Unit Identifier
Configure /O Enclosures
Time Of Day
Firmware Update Policy
PCI Errar Injection Policy
Interposer Plug Count
HSL Opticonnect Connections
IO Adapter Enlarged Capacity
Hardware Management Consoles
Hardware Deconfiguration
Program Vital Product Data
Service Indicators
MNetwork Services
Performance Setup
On Demand Utilities
Concurrent Maintenance
Login Profile

Figure 10-37 System configuration
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System name

From the System Configuration menu, you can select the system name option to display the
current system name and change the system name if you choose to do so. The system name
is a value used to identify the system or server. The system name may not be blank and may
not be longer than 31 characters. To change the system name, enter a new value and click
the store settings button. See Figure 10-38 for an example of the panel you would use to
change the system name.

System Name

System MName: Fitz @

Figure 10-38 System Name

The system is shipped with the default system name initialized to a 31 character value as
follows: Server-tttt-mmm-SN0000000:

» tttt = Machine type
» mmm = Model number
» 0000000 = Serial number

You can change the system name to any valid 31 character (or less) string. It does not have
to follow the factory set format.

Processing unit identifier

You can change the processing unit identifier, also referred to as the processing unit system
power control network (SPCN) ID. The processing unit SPCN ID is used by the SPCN
firmware to identify the system type. It is also used to identify the primary service processor if
there are two service processors in the system.

This function is not available if your system is powered on. If your system is powered on, you
will see a panel as shown in Figure 10-39.

‘ Processine Uit Tdentifier

| This feature is available only when the system 15 powered off

Figure 10-39 Processing unit identifier not available

If your system is powered off, you will see a panel as shown in Figure 10-40 allowing you to
enter a new setting value for the processing unit identifier. You can enter a new value and click
Save settings to reset the value.

Chapter 10. Using the Advanced Systems Management Interface 305



306

Processme Umt Identifier

This operation will reset the service processor,

Setting: |BZ @

Figure 10-40 Reset the processing unit identifier

Processing unit identifier values

The power control network identifier is intended to uniquely identify each enclosure on the
power control network. Typically, these identifiers are automatically assigned by firmware. In
some cases, a user may wish to assign specific identifiers to specific drawers. This value is 2

hexadecimal digits. Supported processing unit identifiers are shown in Table 10-2.
Table 10-2 Processing unit identifiers:

Model or expansion unit Processing unit identifiers

520 B4

550 B5

570 B2

570 (with one or more secondary units B3

5074 and 5079 81

5088 and 0588 89

5094 and 5294 8A

0595 and 5095 8B

D10 88

D11 B6

D20 8C

Configure I/O enclosures

This function would normally be used by your hardware service provider. After the server
firmware has reached the standby state, you can configure I/O enclosure attributes as
follows:

>

Display the status, location code, rack address, unit address, power control network
identifier, and the machine type and model of each enclosure in the system.

Change the identification indicator state on each enclosure to on (identify) or off.

Update the power control network identifier, enclosure serial number, and the machine
type and model of each enclosure.

Change the identification indicator state of the SPCN firmware in an enclosure to enable or
disable.

Remove rack and unit addresses for all inactive enclosures in the system.
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Refer to Figure 10-41 to see how you can modify the following options for each enclosure that

you select.

Configure I'O Enclosures

Power Control

Status ok Iy Network T_H]E o oLl Location code
address |address ; Maodel number
Identifier
: FETEE
O Active (0x3C00 Dl IxB2 01 DOD04GGE TI7E79.001. DI04 GG

[ Identify enclosure ] @

[ Turn off indicatar ]®

[ Change seftings ]®

[ Clear inactive enclosures ] @

Figure 10-41 Configure I/O enclosures
Next we provide a description of these options.

Identify enclosure
Click this button to turn on the indicator on the selected enclosure. You can then visually
inspect the enclosure to see the indicator turned on.

Turn off indicator
Click this button to turn off the indicator on the selected enclosure. You can then visually
inspect the enclosure to see the indicator turned off.

Change settings

Click this button to change the settings for the selected enclosure. The next page displays

options for changing configuration ID, machine type-model, and serial numbers for the
enclosure.

» Clear inactive enclosures:

Click this button to clear the rack and unit addresses of all inactive enclosures. You might

want to do this if you have removed an enclosure from the system.
» Power control network indicator:

Enter a hexadecimal number for the power control network identifier.
» Type-Model:

Enter the machine type and model in the form TTTT-MMM, where TTTT are the four
characters of the enclosure machine type, and MMM are the three characters of the
enclosure model. The enclosure machine type cannot be 0000. All alphanumeric
characters are valid.

» Serial number:

Enter seven characters for the enclosure serial number. All alphanumeric characters
except o, i, and q are valid
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Time of day

You can display and change the system’s current date and time. This function is not available
if your system is powered on. If your system is powered on, you will see a panel as shown in
Figure 10-42.

Time Of Day

This feature is available only when the system 15 powered off

Figure 10-42 Time of day not available

If your system is powered off, you will see a panel as shown in Figure 10-43 allowing you to
make changes to the system date or time.

Tune Of Day

Date: |18 September [+ | 2004 @
Time: 0 147 06 |gTc @

Figure 10-43 Reset date or time of day

Use the following information to help you change the date or time. Click the Save settings
button to initiate the changes.

Date
Enter the current date. Any change to the current date or time is applied to the service
processor only, and is independent of any partition.

Time

Enter the current time in UTC (Coordinated Universal Time) format. UTC is equivalent to
mean solar time at the prime meridian (0 degrees longitude), formerly expressed as
Greenwich Mean Time (GMT).

Firmware update policy

Using this option, you can specify the source for firmware updates to your system. Firmware
updates can be received from one of two sources:

» From the Hardware Management Console (HMC):

If an HMC is attached to the system, you can receive firmware updates directly to the
HMC via the Web. The HMC can then be used to initiate the firmware updates to the
system.

» From the operating system:

Firmware updates are also available from the operating system (for example, i5/0S) and
are delivered by the Program Temporary Fix (PTF) process. So if you have i5/0S installed
in one or more partitions of your server you could update the firmware via the operating
system. (For the i5/0S operating system, these PTFs are delivered as a new type of PTF
with the format MHXXXX. Note that in previous releases of 0S/400 the PTF process
provided only for MFXXXX and SFXXXX PTFs.)
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For example, if you choose the Hardware Management Console (HMC) as the source for a
firmware update, the HMC must be used to perform the update. You would use the panel
shown in Figure 10-44 to select your source for firmware updates.

Funvware Update Policy

Setting: | Hardwara management console (HMC) [+ @

Figure 10-44 Selecting the firmware update policy

The default setting of this policy is not to allow firmware updates via the operating system.
Note that tis policy only takes effect when a system is HMC managed. When a system is not
HMC managed, firmware updates can only be made through the operating system, so this
policy setting is ignored.

When this policy is set to allow firmware updates from the operating system, firmware
updates from an HMC are not allowed, unless the system is powered off. When a system is
powered off, firmware updates can be performed from an HMC, regardless of the setting of
this policy. However, care should be taken when updating firmware from both an HMC and
the operating system. For example, i5/0S load source synchronization may cause firmware
updated from an HMC to be overlaid with older firmware from the load source.

PCI error injection policy

The policy for PCI error injection can be set using the display shown in Figure 10-45.

You can enable or disable the injection of errors onto the PCI bus. (The PCI bus is one of the
hardware busses that the PCI IOP and IOA cards are plugged into. An IOP card is defined as
Input Output Processor card and an I0A card is defined as an Input Output Adapter card.)

PCI Error Injection Policy

Figure 10-45 PCI error injection policy

Enabling or disabling the PCI error injection policy

This option controls the PCI error injection policy. If enabled, utilities on the host operating
system can inject PCI errors onto the bus. One use of this, for example, is where independent
software developers who develop hardware device drivers can inject errors to test the error
handling code in the device driver.

We recommend that you set the policy to Disabled and only use Enabled under those
circumstances where you might want to test a newly developed error handling function.

Chapter 10. Using the Advanced Systems Management Interface 309



310

Interposer Plug Count

We can track the number of times that a multiple chip module (MCM) has been replaced or
re-seated on a given interposer. This interposer plug count provides you with information
needed to prevent field problems due to damaged or overused interposers. Whenever a
service action is performed on a system that requires the replacement or re-seating of an
MCM, service personnel are responsible for updating the plug count for that interposer
(Figure 10-46).

Interposer Plug Count

This feature is not applicable to this system.

Figure 10-46 Interposer Plug Count

Note: The Interposer Plug Count option is supported only on certain system types and
models. If your server does not support this option and you select this option from the
menu, the firmware returns a message indicating that this option is not applicable to your
system.

HSL Opticonnect Connections

You can view and change the maximum number of Highspeed Link (HSL) Opticonnect
Connections allowed for your system (Figure 10-47).
There are two options available to select:

» Automatic
» Custom

HSL Opticonnect Connections

® Automatic @

O Custom

Save settings

Figure 10-47 HSL Opticonnect connections

Select Automatic to allow the system to select the maximum number of HSL Opticonnect
Connections allowed for the system.

Select Custom to enter a value for the maximum number of HSL Opticonnect Connections
allowed for the system. The value must be between 0 and 4096.

Once the option is selected, click Save settings to save the settings. The following screen
appears after the save operation (Figure 10-48).

HSL Opticonnect Connections

Operation completed successfully.

HSL Opticonnect Connections: Automatic

Figure 10-48 HSL Opticonnect Connection save operation
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I/0 Adapter Enlarged Capacity

You can increase the amount of 1/0 adapter memory for specified PCI slots.

This option controls the size of PClI memory space allocated to each PCI slots. When
enabled, selected PCI slots, including those in external 1/0 subsystems, receive the larger
DMA and memory mapped address space. Some PCIl adapters may require this additional
DMA or memory space, per the adapter specification.

This option increases system mainstore allocation to these selected PCI slots, and enabling
this option may result in some PCI host bridges and slots not being configured because the
installed mainstore is insufficient to configure all installed PCI slots (Figure 10-49).

I/O Adapter Enlarged Capacity

Setting: | Disabled [v| @

Figure 10-49 I/O Adapter Enlarged Capacity

To change the option, change setting Disabled to Enabled and click Save Settings.
Figure 10-50 appears after completion of the save operation.

I/O Adapter Enlarged Capacity

Operation completed successfully.

Setting: Enabled

Figure 10-50 I/O Adapter Enlarged capacity saved operation

Hardware Management Consoles

You can see the current HMC connections, as shown in Figure 10-51.

Hardware Management Consoles

Current HVIC Connections

Connection Id Address (IP ) State
7310CR3*107322A 192.168.0.1 Connected
Remove Connection ] @

|
Figure 10-51 HMC Consoles
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Hardware deconfiguration policies

You can set various policies to deconfigure processors and memory in certain situations.
Deconfiguration means that the resource is taken from a state of being available to the
system, to a state of being unavailable to the system. This can be automated to some degree
though the use of policies.

You can enable policies that will deconfigure the processor when failures occur, such as a
predictive failure (for example, correctable errors generated by a processor exceeding the
threshold level for errors), floating point failure, functional failure of the processor, or system
bus failure.

Figure 10-52 shows the expanded Hardware Deconfiguration menu, which is a sub-menu
under the main System Configuration menu. Using this menu, you can:

» Set general hardware deconfiguration policies.
» Set processor deconfiguration policies.
» Set memory deconfiguration policies.

= System Configuration

Systermn Name

Frocessing Unit Identifier

Configure FO Enclosures

Time Of Day

Firmwware Update Policy

FCIEmor Injection Palicy

= Hardware Deconfiguration
Deconfiguration Policies
Frocessor Deconfiguration
hemory Deconfiguration

= Program Vital Product Data
Systermn Brand
Systern Keywords
Systermn Enclosures

=l Service Indicators
Systern Attention Indicatar
Enclosure Indicators
Indicators by Location code
Lamp Test

Figure 10-52 Expanded Hardware Deconfiguration menu

General hardware deconfiguration policies

You can use the panel shown in Figure 10-53 to set policies for much of the general system
hardware. You would select the policy that you want to enable or disable, and then click the
Save settings button to make the change.
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Deconficuration Policies

Deconfigure on predictive failure: | Enabled | @
Deconfigure on functional failure; | Enabled |+ @
Deconfigure on system bus failure: | Disabled |+ @

Deconfigure on floating point unit failure: | Disahled |+ @

Figure 10-53 General hardware deconfiguration policies

Deconfigure on predictive failure

Select the policy for deconfigure on predictive failures. This applies to run time or persistent
boot time deconfiguration of processing unit resources or functions with predictive failures,
such as correctable errors over the threshold. If enabled, the particular resource or function
affected by the failure will be deconfigured.

Deconfigure on functional failure

Select the policy for deconfigure on functional failures. This applies to run time or persistent
boot time deconfiguration of processing unit resources or functions with functional failures,
such as checkstop errors or uncorrectable errors. If enabled, the particular resource or
function affected by the failure will be deconfigured.

Deconfigure on system bus failure

Select the policy for deconfigure on system bus failures. Applies to run time or persistent boot
time deconfiguration of processing unit resources or functions with system bus failures, such
as check stop errors or uncorrectable errors. This policy is not applicable for systems with
one processing unit node. If enabled, the particular resource or function affected by the failure
will be deconfigured.

Deconfigure on floating point unit failure
Select the policy for deconfigure on floating point unit test failures. If enabled, the periodic
floating point unit test is executed, and if it detects an error, then it deconfigures the resource.

Processor deconfiguration

Most System i5 systems will have more than one processor. In the event of a single
processor failure, it might be possible to continue operating, with degraded performance, on
fewer processors. You can use the panel shown in Figure 10-54 below to start the process of
removing processors that might have failed or are beginning to generate serious failure
conditions. You can also see processors that may have become deconfigured due to some
error condition that the system was able to detect and isolate.

All processor failures that stop the system, even if intermittent, are reported to the authorized
service provider as a diagnostic dial-out for a service repair action. To prevent the recurrence
of intermittent problems and improve the availability of the system until a scheduled
maintenance window can be found, processors with a failure history are marked deconfigured
to prevent them from being configured on subsequent boots. Processors marked as
deconfigured remain offline and will be omitted from the system configuration.
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A processor is marked deconfigured under the following circumstances:

» If a processor fails built-in self-test or power-on self-test testing during boot (as determined
by the service processor).

» If a processor causes a machine check or check stop during run time, and the failure can
be isolated specifically to that processor (as determined by the processor run-time
diagnostics in the service processor firmware).

» If a processor reaches a threshold of recovered failures that results in a predictive call to
the service provider (as determined by the processor run-time diagnostics in the service
processor firmware).

The deconfiguration policy also provides the user with the option to manually deconfigure a
processor or re-enable a previous manually deconfigured processor.

To begin the process, you will use a panel similar to the one shown in Figure 10-54. Select the
processing unit you want to work with (one or more processing units may be shown) and click
the Continue button. You should get a panel similar to Figure 10-55.

Processor Deconficuration

Total system processors: 4
Total system configured processors: 4

Total system deconfigured processors: 0

Processing unit Total processors Configured Deconfigured
o o 4 4 0

Continue

Figure 10-54 Processor deconfiguration, processing unit selection

Processor Deconfisuration

Processing umt: 0

Processor I State Error type Change settings

1] Configured 0 Configured | @
1 Configured 0 Configured | @
8 Configured 0 Configured | @
9 Configured 0 Configured | @

Figure 10-55 Processor deconfiguration, processor selection
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Processor deconfiguration

Refer to Figure 10-55 to see how a processor might be deconfigured. You would select
whether each processor should remain configured or become deconfigured, and click the
Save settings button. State changes take effect on the next platform boot.

Memory deconfiguration

Most System i5 systems will have several megabytes (MB) of memory. Each memory bank
contains two DIMMs (dual inline memory module). If the firmware detects a failure, or
predictive failure, of a DIMM, it deconfigures the DIMM with the failure, as well as the other
one. All memory failures that stop the system, even if intermittent, are reported to the
authorized service provider as a diagnostic dial-out for a service repair action.

To prevent the recurrence of intermittent problems and improve the availability of the system
until a scheduled maintenance window can be found, memory banks with a failure history are
marked deconfigured to prevent them from being configured on subsequent boots. Memory
banks marked as deconfigured remain offline and will be omitted from the system
configuration.

A memory bank is marked deconfigured under the following circumstances:

» If a memory bank fails built-in self-test or power-on self-test testing during boot (as
determined by the service processor).

» If a memory bank causes a machine check or check stop during run time, and the failure
can be isolated specifically to that memory bank (as determined by the processor run-time
diagnostics in the service processor firmware).

» If a memory bank reaches a threshold of recovered failures that results in a predictive call
to the service provider (as determined by the processor run-time diagnostics in the service
processor firmware).

The deconfiguration policy also provides the user with the option to manually deconfigure a
memory bank or re-enable a previous manually deconfigured memory bank.

If you select the Memory Deconfiguration option from the Hardware Configuration sub-menu,
you will see a panel similar to the one shown in Figure 10-56 allowing you to view the total
memory installed on your system. From this panel you can select the Processing Unit (one or
more processing units may be shown) and click Continue to advance to the next panel.

A new panel similar to the one shown in Figure 10-57 is then displayed. You can then see any
Memory Banks that may have become deconfigured due to some error condition that the
system was able to detect and isolate. and the operational state of the memory blocks as
either configured or deconfigured.
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Memorv Deconfiguration

Total system memory: 20480 B
Total system configured memeory: 20480 WE

Total system deconfigured memory: 0 KB

Processing wnit Total mermory Configured Deconfigured

[ @R [U 20480 1B 20430 1B 0 ME

Figure 10-56 Memory deconfiguration, processing unit selection

Memorv Deconfiguration
Processing unit: 0
NMemory bank Size State Frror type Change settings
0 1024 MB  Configured 0 Configured [+ @
1 2048 MB  |Configured 0 Configured |+ @
2 2048 MB  |Configured 0 Configured [+ @
3 1024 MB  |Configured 0 Configured |+ @
4 2048 MB | Configured 0 Configured |+ @
5 2048 MB  |Configured 0 Configured [+ @
3 1024 MB  |Configured 0 Configured [+ @
7 2048 MB  |Configured 0 Configured |+ @
8 2048 MB  |Configured 0 Configured |+ @
9 1024 MB  |Configured 0 Configured [+ @
10 2048 ME  |Configured 0 Configured |+ @
11 2048 MB  |Configured 0 Configured |+ @

Figure 10-57 Memory deconfiguration, memory bank selection

Memory deconfiguration

Refer to Figure 10-57 to see how a memory bank block might be deconfigured. You would
select whether each memory bank should remain configured or become deconfigured, and
click the Save settings button. State changes take effect on the next platform boot.
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Program vital product data

Figure 10-58 shows the expanded Program Vital Product Data menu, which is a sub-menu
under the main System Configuration menu. Using this menu, you can:

» Display system brand.
» Display system keywords.
» Display system enclosures.

= System Configuration

Systermn MName

Processing Unit [dentifier

Configure FO Enclosures

Time Of Day

Firmwiare Update Policy

PCI Error Injection Palicy

B Hardware Deconfiguration
Decaonfiguration Folicies
Processor Deconfiguration
tlemary Decanfiguration

B Program Vital Product Data
Systemn Brand
Systemn Keywords
System Enclosures

H Service Indicators
Systemn Attention Indicator
Enclosure Indicators
Indicators by Location code
Lamp Test

Figure 10-58 Expanded Program Vital Product Data menu

System brand

This menu (Figure 10-59) is available only when the system is powered off.

System Brand

Setting: PO @

Figure 10-59 System brand

System brand

Enter a 2-character brand type. The first character must be one of the following: D (IBM

Storage), | (IBM iSeries), N (OEM iSeries only), O (OEM pSeries only), or P (IBM pSeries),
and the second character is reserved. A value of zero means that there is no specific
information associated with it. This entry is write once only, except in the case where it is all
blanks, or when changing from a pSeries system to an IBM Storage system. Any other

changes are disallowed. A valid value is required for the machine to boot. Additionally, for
IBM Storage, each of the systems that constitutes the storage facility must have the first

character set to D for storage to be accessible online.
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System keywords
This menu is available only when the system is powered off (Figure 10-60).

Svstem Keyvwords

Machine type-model: 2117-570
System serial number: 1074180
Systemn unigque 1D |004ACOE4FAC @

@

Eeserved:

Figure 10-60 System keywords

System unique ID
Enter a system-unique serial number as 12 hexadecimal digits. The value should be unique
to a given system anywhere in the world. A valid value is required for the machine to boot.

Storage facility system type-model

Enter a machine type and model in the form TTTT-MMM, where TTTT is the 4-character
machine type and MMM is the 3-character model. A valid value is required for the machine to
boot. Additionally, for storage to be accessible online, this value must match exactly both
systems that constitute the storage facility. This entry is write once only.

Storage facility system serial number

Enter a system serial number in the form XXYYYYY, where XX is the code for the plant of
manufacture, and YYYYY is the unit sequence number. Valid characters are '0' to '9' and 'A'
to 'Z'. A valid value is required for the machine to boot. This entry is write once only.

Storage facility machine type-model

Enter a storage facility machine type and model in the form TTTT-MMM, where TTTT is the
4-character machine type and MMM is the 3-character model. A valid value is required for the
machine to boot. This entry is write once only.

Storage facility serial number

Enter a storage facility serial number in the form XXYYYYY, where XX is the code for the
plant of manufacture, and YYYYY is the unit sequence number. Valid characters plant of
manufacture are '0' to '9' and 'A' to 'Z'. The sequence number must be in the form DDDDO, or
ADDDO, or AADDO, or AAADO, or AAAAQ, where D is a digit '0' to '9' and A is an alphabetic
character 'A' to 'Z', excluding 'E', 'I', 'J', 'O, 'Q’, 'S', 'U". The rightmost character must always
be zero. A valid value is required for the machine to boot. Additionally, for storage to be
accessible online, this value must match exactly both systems that constitute the storage
facility. This entry is write once only.

System ID

Enter a 2-character system ID. This value is used to identify each system in a storage facility.
A valid value is required for the machine to boot. Valid values are '00' and '01'. This entry is
write once only.

318  Logical Partitions on System i5



Storage facility system unique ID

Enter a system-unique serial number as 12 hexadecimal digits. The value should be unique
to a given storage facility anywhere in the world. A valid value is required for the machine to
boot. Additionally, for storage to be accessible online, this value must match exactly both
systems that constitute the storage facility.

Storage facility manufacturing ID

Enter a storage facility manufacturing ID in the form JJJYYYY, where JJJ is the Julian date
and YYYY is the year. A valid value is required for the machine to boot. This entry is write
once only.

Node ID

Enter a 16-digit hexadecimal number for the worldwide node name. This value is an
IEEE-assigned 64-bit identifier for the storage facility. A valid value is required for the
machine to boot. This entry is write once only.

Reserved
Reserved — this should be set to blanks unless directed by Level 4 Service.

System enclosures
This menu is available only when the system is powered off (Figure 10-61).

Svystem Enclosures

Enclosure location: TT7E72.001. DODO4GG
Feature Code/Sequence Mumber: | 7879001 @
Enclosure seralatmbeg|D0004G0 &

@

Eeserved:

Save settings |

Thiz operation will reset the service processor.

Figure 10-61 System enclosures

Feature code/sequence number

Enter a feature code and sequence number in the form FFFF-SSS, where FFFF is the
4-character feature and SSS is the 3-character sequence number. The Feature
Code/Sequence Number is used to uniquely identify the type of the enclosure attached to the
system. A valid value is required for the machine to boot. When this value is changed, the
service processor will reboot so that the location codes can be updated accordingly.

Enclosure serial number

Enter an enclosure serial number in the form XXYYYYY, where XX is the code for the plant of
manufacture, and YYYYY is the unit sequence number. Valid characters are '0' to '9' and 'A'
to 'Z'. This serial number must be different from the serial number on the machine. A valid
value is required for the machine to boot. When this value is changed, the service processor
will reboot so that the location codes can be updated accordingly.

Chapter 10. Using the Advanced Systems Management Interface 319



320

Reserved
Reserved — this should be set to blanks unless directed by Level 4 Service.

Service indicators

Figure 10-62 shows the expanded Service Indicators menu, which is a sub-menu under the
main System Configuration menu. Using this menu, you can:

v

Display the system attention indicator
Display the enclosure indicators
Display indicators by location code
Perform a lamp test

vYvyy

B System Configuration

System Mame

Frocessing Unit Identifier

Configure FO Enclosures

Time Of Day

Firmwware Update Policy

FCIEmor Injection Palicy

= Hardware Deconfiguration
Deconfiguration Policies
Frocessor Deconfiguration
hemory Deconfiguration

= Program Vital Product Data
Systermn Brand
Systermn Keywords
Systern Enclosures

=l Service Indicators
Systern Attention Indicatar
Enclosure Indicators
Indicators by Location code
Lamp Test

Figure 10-62 Expanded Service Indicators menu

System attention indicator
Figure 10-63 shows the system attention indicator.

‘ Svstem Attention Indicator

Currently: On

| Turn off the swstem aftention indicatar ] O

Figure 10-63 System attention indicator

System attention indicator
Click this button to turn off the system attention indicator.

If the indicator is off, you cannot use this option to turn the system attention indicator on once
again.
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Enclosure indicators

Figure 10-64 shows the enclosure indicators.

Enclosure Indicators

OU7ET79.001.DQDO4GG

Figure 10-64 Select enclosure indicators

Select enclosure and continue (Figure 10-65 and Figure 10-66).

Enclosure Indicators

Enclosure: TI7879.001.DQD04 GG

78759 001 DODO4GGE-P2-C1-C1: | Off v
T7879.001.DODO4GGE-P2-C1-C8: | Of v
78759 001 DODO4GGE-P2-C1-C2: | Off v
T7879.001. DODO4GGE-P2-C1-C7: | Of v
78759 001 DODO4GGE-P2-C1-C3: | Off v
T7879.001. DODO4GGE-P2-C1-Cé: | Of v
7875 001 DODO4GGE-P2-C1-C4: | Off v

T7E7%.001.DQDO4GGE-P2-C1-C5: | Off %

Figure 10-65 Enclosure indicators, part 1 of 2

T7879.001.DQDO4GGE-F3: | Off hd
T7E7%.001.DQDO4GG-P4: | Off v
T7879.001.DQDO4GGE-F2: | Off hd
T787%.001.DQDO4GG: | Of v

[ Turn off all indicators ] @

Figure 10-66 Enclosure indicators, part 2 of 2

Off/Identify = the two options.
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Continue
Click this button to display another page of indicators for the selected enclosure.

Save settings
Click this button to update the state of all the indicators for this enclosure.

Turn off all indicators
Click this button to turn off all the indicators for this enclosure.

Indicators by location code
This is the same as the previous section (enclosure indicators) if you already know the
location code (Figure 10-67).

Indicators by Location code

Location code: | U7879.001 DODN4GGE-P2-C1-CH) @

Figure 10-67 Indicators by location code

U7879.001.DQD04GG-P2-C1-C8 is an example of a Location code for Enclosure:
U7879.001.DQD04GG. In this example we enter that code and select Continue. You will see
a panel similar to Figure 10-68.

Indicators by Location code

U7879.001 DQDO4GG-P2-C1-C2: |

(Eemsing ]©

Figure 10-68 Changing indicators by location code

Off/Identify = the two options.

Lamp test
Figure 10-69 shows the lamp test.

Lamyp Test

| Cantinue | @

Figure 10-69 Lamp test

Lamp test
Click this button to perform the lamp test. The test changes all indicators to the “on” state for
about four minutes.
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10.3.4 Network services

Figure 10-70 shows the expanded Network Services menu. Using this menu, you can:

» Display or change the ethernet port network configurations for the service processor.
» Display or change the IP addresses that are allowed access to the service processor

ethernet ports.

Expand all menus
B Collapse all menus

FoweriRestart Control
System Service Aids
System Information
System Configuration
B Metwiork Services

Metwark Configuration

Metwaorlk Access
Ferformance Setup
on Demand Utilities
iZoncurrent haintenance
Login Profile

Figure 10-70 Network Services menu

Network configuration

Using this option you can display, or display and change, the system’s ethernet network

interfaces to the service processor. You can change the network configuration only when the
system is powered off. If your system is powered on, you will see panels as shown in
Figure 10-71 for ethernet service port 0 (eth0), and Figure 10-72 for ethernet service port 1

(eth1).

Network Confizuration

Wetwork mterface ethl:

This feature is available only when the system 15 powered off

MAC address: 00:09:6B.75:92:6 4

Type of IP address: Dynarnic
Host name:

Doman name: default tbm. com
IP address: 192.168.2.147
subnet mask: 255 2552550

Default gateway: 192.168.2.1

IP address of first DS server:

IF address of second DINS server:
IP address of third DS server:

EBroadeast address: 192.168.2.255

Figure 10-71 Display of network interface port 0
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Metwork interface ethl;

MAC address: 00.09:6B75.92.6B

Type of IP address: Static

Host name: fitz

Domam name: rehland. tbm. com

IP address: 9.5.17.204

=ubnet mask: 255255 255 128

Broadcast address: 9.5.17.255

Default gateway: 9517129

IP address of first DIE server: 910,244,100

IF address of second DS server: 9.10.244 200
IP address of third DS server:

Figure 10-72 Display of network interface port 1

When the system is powered off, you will be able to see the current network settings and you
will also be able to make changes to the network configuration. You can select Configure
this interface (for eth0, eth1, or both) and then click the Continue button. In Figure 10-73 we
will continue with the example of selecting to change the configuration for ethernet service
port 1 (eth1).

Metwork interface ethi;
[] Configure this interface? @

MAC address: O0:0%6B75.92.6E

Type of IP address: | Static v @
Host name: fitz

Domain name: rchland.ibm.com

IP address: |9.5.17.204 @
Subnet mask: | 256 255 265128 | @
Default gateway: |9.5.17.129 @
IP address of first DIS zerver: 910244100 @

IP address of second DINS server; 9.10.244.200 @

IF address of third DI S server: @

| Continue

Figure 10-73 Changing network configuration for port eth1

Make any changes that you want based upon the following descriptions, and once again,
select Continue. You will see a confirmation panel appear, similar to Figure 10-74.

Type of IP address
Select the IP address type for this interface:

» If Dynamic is selected, then network configuration data is obtained from the DHCP server.

» If Static is selected, the IP address, subnet mask, broadcast address, default gateway,
and first DNS server address must be entered. The second and third DNS server
addresses are optional.
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Host name

Enter a new value for the hosthame. The valid characters are: hyphen and period [ - . ]; upper
and lower case alphabetics [A-Z]and [ a -z ]; numeric [ 0 - 9 ]. The first character must be
alphabetic or numeric and the last character must not be a hyphen or a period. However, if
the hostname contains a period, then the preceding characters must have an alphabetic
character. This input is required for the static type of IP address.

Domain name
Enter a new value for the domain name. All alphanumeric characters and the symbols -, '_',
and "." are valid.

IP address
Enter a new value for the IP address. This input is required for the static IP address type.

Subnet mask
Enter a new value for the subnet mask. This input is required for the static IP address type.

Default gateway
Enter a new value for the default gateway.

IP address of first DNS server
Enter a new value for the first DNS server.

IP address of second DNS server
Enter a new value for the second DNS server, if a second DNS server is being used.

IP address of third DNS server
Enter a new value for the third DNS server, if a third DNS server is being used (Figure 10-74).

Eth(:

Type of IP address: Dynamic
Host name:
Domain name: default.ibim. com

Ethl:

Type of [P address: Static

Host name: fitz

Domain name: rehland. tbm. com

TP address: 9.5.17.204

Subnet mask: 255 255 255128

Broadcast address: 9.5.17.255

Default gateway: 9.5.17.129

IP address of first DIE server: 10,244,100

IF address of second DS server: 9.10.244 200
IP address of third DIS server:

Attention: This operation will reset the service processor. Current network sessions, including hardware
management console (HMWMC) connections, will be terminated. The new settings must be used to re-
establish network connections.

Figure 10-74 Confirm network changes
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Selecting Save Settings will then cause the network configuration changes to be made and
the service processor to be rebooted. As the service processor reboots, your ASMI session
will be dropped and you will have to reconnect your session to continue. When you reconnect
you will be using the new settings.

Attention: If incorrect network configuration information is entered, you may not be
able to use the ASMI after the service processor reboots. To remedy this situation,
your hardware service provider may have to reset the service processor to the
default settings. This procedure will also reset all user IDs and passwords to their
default values.

.Network access

Using this option, you can display or change the IP addresses that are allowed access to the
service processor ethernet ports. You can specify a list of allowed IP addresses and a list of
denied IP addresses. An example is shown in Figure 10-75.

Network Access
IP address: 9.10.136.220
Allowed IP addresses @ | Denied IP addresses @
1.1910136.221 1 1910136.224
2 2
5 B
4 4
5 5
& 6
7 7
3 8

l Save seftings ]

Figure 10-75 Change Network access IP addresses allowed and denied

Make any changes that you want based upon the following descriptions and select Save
Settings from the bottom of the panel shown in Figure 10-75. In this example we will be
allowing access for one IP address and denying access for one IP address. You will see a
confirmation panel appear, similar to Figure 10-76.

Allowed IP addresses

Enter up to 16 complete or partial IP addresses. A complete IP address contains all four
octets. A partial IP address has only 1, 2, or 3 octets, and must end in a period. If a login is
received from an IP address which matches a complete or partial IP address in the allowed
list, access to the service processor is granted.
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To allow access to the service processor from any IP address, enter “ALL” in the allowed list.
“ALL” is a valid IP address that can be entered. An empty allowed list is ignored and access is
granted from any IP address.

Tip: The IP address of the browser you are currently using to connect to ASMI is shown in
the Network Access panel. In our example, Figure 10-75 shows our IP address as:
9.10.136.220

Denied IP addresses

Enter up to 16 complete or partial IP addresses to be denied. Access to the service processor
is not allowed if a login is received from an IP address listed in this list. To deny access from
any IP address, enter “ALL” in the list. If an incorrect IP address is entered in the allowed list
and the denied list contains “ALL’, access to the service processor may be permanently
denied. In this case, reset the network parameters by using the network reset parameters
switch on the service processor card. Note that an empty denied list is ignored and the
allowed list takes priority over the denied list. For these reasons, “ALL’ is not allowed in the
denied list if the allowed list is empty. See Figure 10-76.

Network Access

Operation completed successfilly.
Allowed IP addreszes
910136221

Dened IP addresses

5100136224

Figure 10-76 Confirm network IP addresses allowed and denied

10.3.5 Performance setup

Figure 10-77 shows the expanded Performance Setup menu. Using this menu, you can select
the logical memory block size for the system.

Expand all menus
= Collapse all menus

Fower/Restart Control

Systemn Service Aids

System Information

Systermn Configuration

Metwork Services

= Performance Setup
Logical Memaory Block Size

On Demand Utilities

Zoncurrent Maintenance

Login Profile

Figure 10-77 Performance Setup menu
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Logical memory block size

Using this option, you can display or change the Logical Memory Block (LMB) size used by
your system. To display or change the memory block size currently used, you would select
the Logical Memory Block Size option from the Performance Setup menu. You will be
presented with a panel similar to the one in Figure 10-78.

Logmecal Memory Blocl Size

1@

Sething: |¥

Automatic: 128 MB

Figure 10-78 Logical memory block size selection

The designation of the logical memory block size you intend to use is a system wide
parameter, so that everything on a given system will be using the same size memory blocks.
In the past we have been able to assign or move memory from a partition at the single MB
level. We could move as little as 1 MB into or out of a partition. Memory on the System i5
machines cannot be manipulated that finely. Instead it must be assigned or moved in blocks.
The LMBs are also sometimes referred to, more accurately, as Memory Regions. This is
similar to the method which the current Model 690 pSeries servers handle memory.

Care should be taken when manually specifying a memory block size, however, because
memory block size selection has an effect on:

» Initial Program Load (IPL) times
» Memory granularity

For this reason we recommend that you allow the system to remain at the default of
Automatic.

How logical memory block size affects IPL times

There is some increased IPL times associated with using small LMBs (16MB, or 32MB) when
compared to using the larger sizes of LMBs (64MB, 128MB, or 256MB). So choosing a small
LMB size will increase your IPL time, sometimes dramatically, if this is a very large system.

This is a consideration for all System i5 systems whether the server is being used as a single
server image (a single partition) or as a LPAR machine with several images. If the server was
being used only as a single image you might want to have a larger LMB size that would
produce a shortened IPL time.

How logical memory block size affects memory granularity

We had stated earlier that, in the past, we have been able to assign or move memory from a
partition at the single MB level. We could move as little as 1 MB into or out of a partition.
Memory on the System i5 machines cannot be manipulated that finely. Instead it must be
assigned or moved in blocks. So rather than a memory granularity of 1MB, the System i5
memory granularity will be between 16MB and 256MB. This then becomes the smallest unit
of memory that can be manipulated. This becomes the smallest unit of memory that can be
taken from an LPAR, inserted into an LPAR, or moved between LPARs.
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For System i5 systems running as a single server image this has much less impact. You will
seldom need to be concerned with granularity of the memory because you have all of the
system’s memory assigned to a single partition.

Note: All System i5 systems require that some amount of system memory must be
allocated for the controlling Hypervisor. Selecting a larger MLB size may have an
effect on the amount of memory the system will require to be assigned to the
Hypervisor. This may slightly reduce the amount of memory remaining to be used
for system or LPAR assignment.

Changing logical memory block size

Using the panel shown in Figure 10-78 you can select a new Setting value for the memory
block size for your system and click the Save settings button. Allowable values are 16 MB,
32 MB, 64 MB, 128 MB, 256 MB, and Automatic.

The Automatic setting instructs the service processor to compute a value based on the total
amount of available physical memory installed on your system. (Even if your system is not
fully using the CoD portion of the installed memory, the calculation is based upon the total
amount of physical memory installed.)

Updates to the logical memory block size do not take effect until the next system reboot. For
most systems we recommend that this parameter be set to Automatic.

10.3.6 On demand utilities

Capacity on Demand (CoD) allows you to permanently activate inactive processors or
inactive system memory without requiring you to restart your server or interrupt your
business. You must first have sufficient inactive processor or inactive memory capacity
physically installed on your system. Then you will order and receive activation keys allowing
you to enable this capacity for your use.

Figure 10-79 shows the expanded On Demand Utilities menu. Using this menu, you can:

» Display CoD ordering information for your system (required for placing an order for adding
capacity).

» Enter CoD activation keys.

» Allow new processors or new memory to become allocated once CoD activation keys
have been entered.

» Enter special CoD commands that may be given to you by you hardware service provider.
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Expand all menus
B Collapse all menus

FowerRestart Contraol
System Service Aids
System Information
System Configuration
MNetwork Services
Ferformance Setup
B On Demand Utilities
CoD Order Information
oD Activation
CoD Recovery
CoD Command
Concurrent Maintenance
Login Profile

Figure 10-79 On Demand Utilities menu

CoD order information

You can use this option to generate the system information required when you need to order
additional processor or memory activation features from IBM or your business partner. When
you place an order with IBM or your business partner, you will receive activation codes (keys)
that must be entered into the system.

Note: This feature is not available to be displayed prior to the system server firmware
reaching the state of standby mode.

Figure 10-80 shows an example of the system information displayed. The information will be
different for your system. You must print or record this information so that it will later be

available for your order.

CoD Order Information

System model: 9117

System serial number: 10-7418D0
Card type: 528E

Card serial number: 00-4000473
Card ID: 417421441131038%9

Figure 10-80 Example: Displaying CoD order information

Important: If your system has an HMC available for managing the system, we recommend
that you use the HMC to perform the ordering and activation tasks for increasing Capacity

on Demand.
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CoD activation keys

You will use the display shown in Figure 10-81 to enter the processor and memory activation
keys provided to you by IBM or your business partner. You may have more than one key to
enter.

Note: This feature is not available prior to the system server firmware reaching the state of
standby mode.

CoD Actrvation

Figure 10-81 CoD activation

Enter the CoD activation key and click Continue. You may need to enter one or more keys.
To receive the key, call the hardware provider with the information displayed on the CoD
Order Information display.

Entering the key or keys does not make the processor or memory immediately available to be
used. You must first complete the action to allow CoD Recovery in order for the keys to be
recognized by the firmware and the hardware to be made available.

Enabling activation keys using CoD recovery

You will use the display shown in Figure 10-82 to enable the processor and memory activation
keys. By continuing with CoD recovery, the firmware causes the CoD key(s) to become
recognized and the additional hardware becomes allocated and available for use.

Note: This feature is not available prior to the system server firmware reaching the state of
standby mode.

CoD Recovery

Continue @

Figure 10-82 CoD Recovery

Click the Continue button after all CoD activation keys have been entered.
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CoD commands

There may be situations where your service provider may need to have CoD commands
entered into the system firmware. The service provider will specify the command, which may
then be entered onto the panel shown in Figure 10-83.

Note: This feature is not available prior to the system server firmware reaching the state of
standby mode.

CoD Command

Figure 10-83 Enter CoD command (optional)

Enter a CoD command. If needed, the command is supplied by hardware provider. You will
need to use the command response to complete the CoD recovery process.

10.3.7 Concurrent maintenance

Using ASMI, your hardware service provider can provide concurrent maintenance for some of
the system hardware. Figure 10-84 shows the expanded Concurrent Maintenance menu.
Using this menu, you can:

» Remove and repair a control panel that exists in a processor frame, or add a new control
panel.

» Turn on or off power to an integrated drive electronics (IDE) device for removal or repair.
Examples of IDE devices are CD-ROM drives or a DVD-R/W drive.

Expand all menus
H Collapse all menus

FPower/Restart Control
System Service Alds
System Infarmation
Systemn Configuration
Metwork Services
Performance Setup
Cn Demand Litilities
H Concurrent Maintenance

zontrol Fanel

IDE Device Control
Login Profile

Figure 10-84 Concurrent Maintenance menu
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Control panel

Selecting Control Panel from the Concurrent Maintenance menu will show the display in
Figure 10-85. From this display you can click Continue to remove and replace an existing
control panel, or to add a new control panel. You could, for example, remove an existing
control panel that has become inoperative and replace it with a new control panel.

This option prepares the control panel for concurrent maintenance by logically isolating the
control panel. As a result, the firmware does not recognize the control panel as being active
and you can remove it without powering off the frame.

Control Panel

Action: | Remove || @

Figure 10-85 Control Panel

Select an action, either Install or Remove, and click the Continue button. The next page
displays either a location code for the control panel, or a list of location codes for all control
panels present. Most system will only have a single control panel. Our example in

Figure 10-86 shows that we are going to remove a control panel with concurrent
maintenance.

Control Panel

Arction: Femove

®T7879.001.DODO4GGE-D1

[Eevmseing: ]©

Figure 10-86 Example: Control panel removal using concurrent maintenance

Attention: If you remove the control panel, you should return later to install the control
panel after the hardware has been replaced.

Choose a control panel for the selected action and click the Save settings button. You will be
presented with a confirmation panel as shown in Figure 10-87. It is now safe to have the
service representative do a physical removal, or removal and replacement of the control
panel.

Control Panel

Ciperation completed successfilly.

Figure 10-87 Confirm control panel removal
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With the control panel now replaced, you can now return and use the Install action shown in
Figure 10-88 to activate the new control panel, completing the concurrent maintenance
procedure.

Control Panel

Action: Install

@T7E79.001. DODOGG-D1

(Seveseings ]

Figure 10-88 Example: Control panel install using concurrent maintenance

IDE Device Control

An IDE device can be either a CD-ROM drive or a DVD-R/W drive. When you select IDE
Device Control from the Concurrent Maintenance menu you will see a panel similar to
Figure 10-89. From this panel, your hardware service provider can perform concurrent
maintenance on any failing IDE device.

IDE Device Control

Location code State

T7879.001 DOD04GGE-P4-D1
7875 001 DOD04GGE-P4-D2

Oin [ »|

Save settings @

Figure 10-89 IDE Device Control selection

At a minimum, your system will have one IDE device. Most systems, however, will have
several IDE drives installed. This is especially true for large systems, which may have several
drives installed to support several LPARs. Your system may have a different number of drives
than we have shown in our example.

A system processor frame can contain up to two IDE devices per frame. In addition, a system
expansion frame might contain up to four IDE devices per frame. When four devices are
installed in an expansion frame they would typically be installed with a “pair” of devices in the
top half of the frame and a second “pair” of devices in the bottom half of the frame. Power to
the IDE devices, a pair at a time, can be turned off and on without affecting power to the rest
of the devices in the system.
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To perform concurrent maintenance, you would identify, by location code, the failing IDE
device you want to repair. You would then change the state of the “pair” of devices as shown
in Figure 10-90 by selecting a state of Off and clicking the Save settings button.

IDE Device Control

Location code State

T7875.001.DQD04GE-P4-T1 O [

T787%.001. DODO4GE-P4-D2 AT
On

([ Sveseings ]

Figure 10-90 Example: IDE device power off using concurrent maintenance

You will next see a confirmation panel as shown in Figure 10-91. It is now safe to have the
service representative do a physical removal, or removal and replacement of the failing IDE
device.

IDE Device Control

State: Off
7875 001 DODO4GGE-P4-D1
T7879.001 DQDO4GG-P4-D2

Crperation completed successfilly.

Figure 10-91 Confirm IDE device power off

Attention: If you power Off a pair of IDE devices, you should return later to power On the
IDE devices after the failing hardware has been replaced.

With the IDE device now replaced, you can now return and use the action shown previously
in Figure 10-89 on page 334 to power On the pair containing the new IDE device, completing
the concurrent maintenance procedure.
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You must use a Login Profile each time you access the ASMI menus. This Login Profile
consists of a User ID and Password set to a specific authority level. Figure 10-92 shows the
expanded Login Profile menu. Using this menu, you can:

Change the password for a user.

Display the successful or failed login attempts to the service processor.

Select or change the default language used when accessing the ASMI Welcome panel.
Select the language to be installed on the next firmware update.

vyvyyy

Expand all menus
= Collapse all menus

Power/Restart Control
System Service Aids
System Information
System Configuration
Network Services
Performance Setup
On Demand Ultilities
Concurrent Maintenance
= Login Profile
Change Password
Retrieve Login Audits
Change Default Language
Update Installed Languages

Figure 10-92 Login Profile menu

Change password

Using this menu option you can change the password for a ASMI user. You can only change
the password for the User IDs of general, admin, or HMC. Figure 10-93 shows the panel you
would use to change passwords.

If you are a general user, you can only change your own password. If you are an
administrator, you can change your password and the passwords for the general user.

If you are an authorized service provider, you can change your password, the passwords for
general and administrator IDs, and the HMC access password. After you make the User ID
selection and enter the Current password and New password (twice), you can click the
Continue button to make the password change.
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Change Password

Tzer ID to change: | admin |+ @

Current password for current user:

@

Mew password for user:

New password again:

Continue

Figure 10-93 Change password

User ID to change
Select the user ID of the user whose password you wish to change. Choices you can make
are general, admin, or HMC.

Current password for current user
As a security measure, the current password must be supplied. The initial factory default
passwords are set to:

» general for the User ID general

» admin for the User ID admin

» abcl23 for the HMC user ID of hscroot (may have been changed during HMC guided
setup).

New password for user
Enter the new password for the user whose password you wish to change. Passwords can be
any combination of up to 64 alphanumeric characters.

New password again
Enter the new password for the user again for verification.

Click the Continue button to make the password change.

Retrieve login audits

Using this menu option you can display an audit log of both the successful ASMI logins to
your system as well as the failed login attempts. An example of the successful login audit log
is shown in Figure 10-94. An example of the failed login audit log is shown in Figure 10-95.

You will see up to the last 20 successful logins and up to the last 20 failed login attempts. You
can only display the information, you cannot change or delete the information. You may see
User IDs of dev and celogin which are special User IDs available to authorized service
personnel only. As a user you cannot use or change these User IDs. They are highly secure
due to the fact that the service processor uses a function to regenerate and change the
passwords on a daily basis and only the IBM authorized service personnel can have access
to and use these special passwords.

In the unsuccessful login audit log you may also see an entry of unknown. This occurs when
an attempt is made to login with any other User ID other than the ones supplied by IBM that
have been described in this section and the Change password section.
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Retnieve Logm Andits

Successful logins

User ID Date Location
dew Tue Jan 13 22:53:38 2026 |9.10.127.17
dev Tue Jan 13 23:35:28 2026  |9.10.127.17
dew Wed Jan 14 04:04:44 2026 (953 179 169
dev Wed Jan 14 22:20:07 2026 (9.10.227.24
dew Wed Jan 14 22:32:18 2026 (910 227 24
dev Wed Jan 14 22:35:52 2026 |9.10.227.24
dew Thu Jan 15 05:37:01 2026 (910 227 24
admin  FriJan 16 05:16:20 2026 |2.10.136.27
admin  FrJan 16 051736 2026  |341.17% 222
dev FriJan 16 05:18:53 2026  |9.41.179.222

Figure 10-94 Show successful login attempts

Failed logins

User ID Date Location
unknown | Wed Jan 14 22:19:53 2026 |2.10.227 24
dev Wed Jan 14 22:31:58 2026 (9.10.227.24
celogin - FriJan 16 05:18:31 2026 |9.41.179.222
celogin | FriJan 16 05:18:42 2026 |9.41.179.222
dev FriJan 16 05:20:27 2026 |9.10.136.27
celogin | FriJan 16 05:23:.01 2026 9.41.179.222
admin | FriJan 16 05:23:19 2026 |9.41.179.222
dev Mon Sep 13 23:36:17 2004 |9.10.136.220
Figure 10-95 Show failed login attempts

Change default language

Using the display shown in Figure 10-96, you can change the default language for ASMI
users. This controls the language that is displayed on the ASMI Welcome panel prior to login,
and during your ASMI session if you do not choose an alternative language at the time of
login.

Change Default Lansuace

Setting: | English | v| @
English
@Fran;ﬁis

Deutsch
[taliano
Espafiol

Figure 10-96 Changing the default language
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From the pull down menu, select the default language to use for the ASMI Welcome panel
and click the Save settings button. You will receive a confirmation panel similar to

Figure 10-97. The change will take place in just a few minutes with no restart of the service
processor firmware required.

Note that a user can override the default at ASMI login time. If no override is selected at login,
then the default language is used for that session.

Change Default Lancuage

Operation completed successfilly.

Setting: Ttahano

Figure 10-97 Confirm change of default language

Update Installed languages
Using the display shown in Figure 10-98, you can change the installed language.

Select which languages to install on next firmware update. English is always installed as part
of a firmware update. A maximum of five languages may reside on the service processor;
choose up to four languages.

Update Installed Languages

Currently Installed Languages:
English

French

German

Ttalian

Spanish

Checl which languages (up to four) to nstall on next firmware update:
English

[] Portuguese

[+¥] French

[¥] German

[¥] Italian

[] Japanese

[] Korean

[ Simplified Chinese

[~] Spanish

[ Traditional Chinese

[ Save setting ]@

Figure 10-98 Changing the installed language
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11

OpenSSH

The licence program 5733-SC1 contains the OpenSSH (Secure SHell), OpenSSL, and zlib
open source packages ported to i5/0S using the i5/0S PASE runtime environment. The SC1
licensed program requires i5/0S V5R3 or later and also requires that i5/0S Option 33
(i5/0S PASE - Portable Solutions Application Environment) be installed.

TCP/IP connectivity applications such as telnet and ftp transmit data and passwords over the
network in plain text. This means that the data and passwords can be intercepted and read by
other users on the network. The SSH protocol suite is a software solution that provides
secure alternatives for telnet and ftp. SSH verifies the authenticity of both the client and
server, and all of the data (including userids and passwords) is encrypted as it travels on the
network. This encryption is done transparently to the end user.

OpenSSH is the open source implementation of the SSH protocol suite. OpenSSH is widely
available for use on many other platforms including Linux, AlX, and z/OS.

For more details about OpenSSH, refer to the Web site:

http://www.openssh.org/

For more details about i5/0S PASE, refer to the Web site:
http://publib.boulder.ibm.com/infocenter/iseries/v5r3/ic2924/info/rzalf/rzalfwhatispase.htm
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11.1 Utilities available in Open SSH

The following utilities are available in Open SSH:

1.

ssh — A secure telnet replacement that allows an i5/0S user to connect as a client to a
server running the sshd daemon. An ssh client can also be used to connect to the HMC on
the IBM @server® 5xx iSeries models.

sftp — A secure ftp replacement. As with all implementations of sftp on other platforms,
sftp can only transfer data in binary format. Note that sftp also does not provide the
enhanced functions available in the i5/0OS ftp utility when transferring files in the QSYS.LIB
file system, nor does it provide the CCSID data conversion options available in the i5/0S
ftp utility.

scp — A secure file copy program — basically an alternative to sftp for copying a single
file in the integrated file system (IFS).

ssh-keygen — A public/private key generation and management tool. SSH allows users to
authenticate using these public and private keys as an alternative to using their OS signon
password.

ssh-agent — An authentication agent that can store private keys. The ssh-agent allows a
user to load their public/private key pass phrase into memory to avoid needing to retype
the pass phrase each time an SSH connection is started.

sshd — The daemon that handles incoming ssh connections. The sshd daemon utility
allows users to connect to i5/0S via an ssh client. In contrast to connecting to i5/0S via
telnet and being presented with a 5250 screen interface, users that connect via ssh to an
i5/08 system running the sshd daemon will be presented with a character interface and an
i5/0S PASE command line.

More details on these utilities can be found at:

http://www.openssh.org/manual.html

11.2 Installing the OpenSSH licence program in i5/0S

342

Here is the procedure for you to follow:

>

Install the licence program 5722-SS1 Option 33 - Portable Solutions Application
Environment. You can see the installed licence program shown in Figure 11-1.

Install the licence program IBM Portable Utilities for i5/0S using the command:
RSTLICPGM LICPGM(5733SC1) DEV(OPTxx) OPTION(*BASE) RSTOBJ(*ALL) LNG(2924)

Install the licence program 5733SC1 Option 1 OpenSSH, OpenSSL, zlib using the
command:

RSTLICPGM LICPGM(5733SC1) DEV(OPTxx) OPTION(1) RSTOBJ(*PGM)

Logical Partitions on System i5
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2] Session A - [24 x 80]

ommunication A

Display Installed Licensed Programs

System:

Licensed Product
Frogram Option Description

| 5722551 1d 05400 - Media and Storage Extensions
BT22551 21 05-400 - Extended MLS Support
BT22551 22 05-400 - ObjectConnect
BT22551 23 05-400 - OptiConnect
BT22551 25 05400 - Metllare Enhanced Integration
BT22551 26 05-400 - DBEZ Symmetric Multiprocesszing
BTZ22551 27 05-400 - DBEZ Multisystem
BTZ22551 30 05-400 - Qshell
BT22551 a1 05-400 - Domain Mame System
BT22551 a3 05-400 - Portable App Solutions Environment
BT22551 a4 05-400 - Digital Certificate Manager
BT22551 a5 05-400 - CCA Cryptographic Serwvice FProwvider
BTZ22551 36 05-400 - PSF-400 1-45 IPM Printer Support

RCHASES

Figure 11-1 Installed licence program -5722551-33

The installed licence program 5733SC1 is shown in Figure 11-2.

] Session A - [24 x 80]

FiIL Edit View Communication Actions Window

E B 2% B8

System:
Licensed Product
Frogram Option Description
_5TOONT1 T Strategic Build Frocess (SEF)] - IBM Internal
BT99FTL #BASE iSeries Tools For Developers
ETZ22PT1 H#BASE Ferformance Tools
BTZZPT1 1 Ferformance Tools - Manager Feature
BTZz0UL *BASE Query
5T335C1 *BASE IBM Portable Utilities for i5-05
5T335C1 1 OpenS5H, OpenSSL, =zlib
BTZZ25T1 #BASE DEZ Query Mgr and SOL Dewkit
BTZZTCL *BASE TCP-IF Utilities
BTZZUWDS #BASE WebSphere Development Studio for iSeries

RCHASES

Figure 11-2 Installed licence program -5733SC1

11.3 Using the HMC from i5/0S with OpenSSH

Although the i5/0S, with the OpenSSH license program installed, supports the ssh server and
client, here we are using OpenSSH as a client. Basically, to work with OpenSSH in i5/0S,

you need to create the users on HMC and i5/0S with the same name (Figure 11-3).

Also, an ssh authentication key needs to be created on i5/0S and the same key needs to be

updated on HMC. The following step-by step-procedure will guide you to complete these

tasks:

» Logon to the HMC using the Ascroot userid.

» Click HMC Management from the navigation area.

» Click HMC Users.

» Click Manage HMC Users and Access from the content area.
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Console HMC Users Management Selecied Wiew  Window  Help
CwE@ D

Mavigation Area | HMC Management: HMC Users

= Q Management Emviranment
= [ hmcolibm.com :
B 7 Server and Fartition HMC Users
E Frame Management 5
I Server Management
% Shstem Manager Security
@ Information Center and Setup Wizard
[ Licensed Internal Code Maintenance
= ] HME Management
Eﬁﬁ HMC Users
ﬁ HMC Configuration
[ Service Applications

Maore Inf

Manage HMC

I@-IReady I | hscroot - hmcD1

Figure 11-3 HMC Users

» Click the User tab from the User profiles window.
» Click Add to add the user (Figure 11-4).

UserProfiles

User Help
Select a User ID below and click "User” to manage the console users
User ID |Descripti0n |
hscroot | Hrnic User -
imvscout Hmc User
test for lpar
india0l for hme testing -

Figure 11-4 HMC User Add

» Fill the details of the user you want to create in this Add User window, and also select the
role of the user from the Task Roles. For example, create the user fred and select the
Task Role as HMC superadmin.
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» Click OK to continue. See Figure 11-5.

User ID: ,r Description: ,W
Password: . Confirm password:  [****~

Password expires in (daysy

[ 1

[Z] Enforce strict password rules

Managed Resource Rales

AllsystemResources

Task Roles

hmoviewear
hmcoperatar
hmcpe
hmcsuperadmin

T

| ok || cancet || Hew |7

Figure 11-5 Add User Details

» As shown in Figure 11-6, displaying User profiles will now show Fred in the listing.

User Help
Select a User ID below and click "User" to manage the consale users.
User 1D Description |
test for lpar b
india0l for hme testing
fred user fred §
root root -

Figure 11-6 User (fred) added.

» Create a user profile in i5/0S. For example, create the user called fred as shown in

Figure 11-7.

Edit Communication ) Actions  Window Help

B o @E) = s

Type choices, press Enter.

User class . : : : : : : : : : : *#USER

Create User Profile (CRTUSRPRF)

User profile . . » ADMINM
User password . . . . . *USRPRF
Set password to expired *NO
Status . *EMABLED

Assistance lewvel . *#SYSVAL

Current Library 0 #CRTDFT

Initial program to call . . . . #HOKE
Library R - - -

Initial menu . . . . . . . . . . HATH
Library - #LTEL

Limit capabilities . P #HO

Text 'description’ . . . . . . . #BLAME

Hame

Character wvalue, *=USRPRF...
#NO, *YES

+EMAELED, #DISAELED

*#USER, *5YS0PR, *PGHMR...
*#*S¥YEYAL, *BASIC, *INTERMED...
Mame, *CRTDFT

Name, *NONE

Mame, *LIEL, *CURLIE

Mame, *SIGHNOFF

Mame, *LIEL, *CURLIE

#NO, *PARTIAL, *YES

F3=Exit Fd=Prompt FS=Refresh
Fl3=How to use this display

FlO=fdditional parameters
F2d=More keys

Bottom
Flz=Cancel

Figure 11-7 User Profile on i5/0S

03/052
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» Logon as fred from the i5/0S and run the command call gp2term (Figure 11-8).

2] Session A - [24 x 80]

File Edit View Communication Actions Window Help

B EE 2% EE S %% S
05400 Main Menu

System: RCHASES

1. User tasks

Z. Office tasks

4., Files, librariesz, and folders

E. Communications

. Problem handling

9. Di=play a menu
12, Information Assistant options
11. iSeries Access tasks

9. Sign off

Selection or command
=== call grZterm

cessfully started

Figure 11-8 Qp2term

» Create the directory called fred under /home.
» Change the ownership of the directory fred using the command chown fred fred.
» Go to the directory cd /home/fred.

Note: The gp2term shell environment is not a true TTY device and this can cause
problems when trying to use ssh, sftp, or scp within one of these sessions. Use the -T
option to not allocate a TTY when connecting.

» Generate the ssh key (Figure 11-9) by using the command ssh-keygen.

ssh-keygen -t rsa

] Session A - [27 x 132]

File Edit

v Communication Actions Window™ Help

B B A% B =

A0pensys fuzrsbing -sh

total 32
drwxruzryx 2 fred o G192 May 13 15:45
drwxruzrwx 13 gays o G192 May 13 15:45 ..
$

> pwd
Fhome/fred
$

> zsh-keygen -t rza

Generating public/private rza key pair.
Enter file in which to save the Key (/home/FRED/.ssh/id_rsal:
>

Enter passphrase (empty for no passphrase): Enter same passphrase again: Your identification has been saved in /homesFREDS. sshsid
_rsa.

‘Yfour public key has been zaved in shomesFREDS. 2zhsid_rsa. pub.

The key fingerprint i=:

36:8b:33: a3 0e: 85090 351431 af 1351492 db el beteb FredBRCHASSS. rohland., ibm, com
$

===

21,007

Figure 11-9 SSH-Key generation
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The following directory and files will be created under the directory /home/fred:
/home/fred/.ssh
/home/fred/.ssh/id_rsa (private key
/home/fred/.ssh/id_rsa.pub (public key)

» Go to the directory cd /home/fred/.ssh (Figure 11-10).

Note: The write bits for both group and other are turned off for these ssh key files.
Ensure that the private key has a permission of 600.

[ Session A - [27 x 132]

File Edit View Communication Actions Window Help

B B SR B @ % 22 @ @

A0pensys fuzrsbing -sh

drwxrwzryx 3 fred o G192 May 13 15:4a
drwxruzrwx 13 gays o G192 May 13 15:45 ..
grwx--S--- 7 fred o G192 May 13 15:48 .=sh

»ood ssh
b3

> lg -al
total §o
drwx--5--- Z fred o G192 May 13 15:4a
drwxrwzryx 3 fred o G192 May 13 15:44 ..
R SRR 1 fred o a7 May 13 15:48 id_r=a
SrWerEe e 1 fred o 735 May 13 15:48 id_r=a.pub
;rw ------- 1 fred o 1024 May 13 15:48 prog_seed

> pwd
Fhomesfreds. ssh
$

===

21,007

Figure 11-10 ssh key directory

» Runacommand cat id_rsa.pub (Figure 11-11).

(] Session A - [27 x 132]
File Edit

=]

»ood ssh
$
> lg -al
total G0
drix--5--- Z fred o G192 May 13 15:4a
drwxruzryx 3 fred o G192 May 13 15:44 ..
SFE=m= e 1 fred o 487 May 13 15:48 id_r=a
srw-r--r-- 1 fred o 735 May 13 15:48 id_r=a.pub
;rw ------- 1 fred o 1074 May 13 15:48 prng_seed
>

[l
Fhomesfreds. ssh
k3

> cat id_rza.pub

zzh-rsa ARARE3NzaC1ycZEARRRE TWARATEAZSF jixd jSHAYPWF aHSxeHOF +rx Thlr-Sh+556cc0RNMNbLi ee J191ekr+LOTENQ TG ZLY j55.IMSalg. ] e+xbt 3t ZHHoCS
3Rk ONT/EBOR 22800 juul TABpHgn Ok oz T+AKZEKE TR TZE0yS £ TTHUBIAFUEZpf qOGZWhU= fredBRCHASSS. rohland. ibm. com
$

===

21,007

" 190 started

Figure 11-11 SSH Key
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» Copy the key from 5250 emulator screen as shown in Figure 11-12.

jon A - [27 x 132]

ymmunication

A0pensys fuzrsbing -sh
ppend

G192 May 13 13:45 .

G192 May 13 15:46 ..

487 May 13 15:48 id_r=a

735 May 13 15:48 id_r=a.pub
1074 May 13 15:48 prng_seed

oDoooo

21,007

C ed text to dipboard

Figure 11-12 SSH Key content

» Establish the connection to HMC from gp2term shell (Figure 11-13) using the command:
ssh -T 9.5.92.92 (For example, 9.5.92.92 is an IP address of the HMC).

] Session A - [27 x 132]

File Edit Communication  Actions

B B fA% 2@ =

A0pensysfusrsbing -sh

$
> ssh -T 9.5.92.92
The authenticity of host '9.5.92.92 (9.5.92.92)' can't be established.
. key fingerprint is RSA.
Are you sure you wank to continue cormecting (ues/no) 7
yes
Warning: Permanently added '9.5.92.92' (RSA) to the List of known hosts.
fredid,5.92,92 " 's password:

\/

> ls -

> ls -al
total 24
dirur - 3 fred himc 4096 Z005-05-13 16:03
dirur - T root root 4096 Z005-05-13 16:035 .
SreRPEE X 1 root root 94 Z005-05-13 16:05 .bash_profile
RlRF e 1 root root 305 2A05-05-13 16:06 .bashrc
SPeEEEE X 1 root root B3 Z005-05-13 16:05 .mysshro
w0 2 root himc 4096 Z005-03-13 16:05 .ssh

===3

11,043

Figure 11-13 SSH to HMC
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Follow the instructions shown in Figure 11-13 above to logon into the HMC.

» Once you logon to the HMC, run the command mkauthkeys to authenticate the key which
we have generated, and paste the key here, as shown in Figure 11-14.

] Session A - [27 x 132]

File Edit | Communication  Actions

B B 2% BE =

A0pensys fuzrsbing -sh

$
> ssh -T 9.5.92.92
The authenticity of host '9.5.92.92 (9.5.92.92)' can't be established.
. key fingerprint is RSA.
Are you sure you want to continue cormecting (uessno) 7
yes
Warning: Permanently added '9.5.92.92' (RSA) to the list of known hosts.
fred@d,5.92,92 " 's pasaword:

\/

> ls

> lg -al
total 24
w0 3 fred himc 4096 Z005-05-13 16:03
w0 T root root 4096 Z005-03-13 16:05 .
SPeEEEE X 1 root root 94 Z005-05-13 16:05 .bash_profile
RIRF L b 1 root root 305 2A053-05-13 16:08 .bashrc
SPeEEEE X 1 root root B3 Z005-05-13 16:05 .mysshro
w0 Z root himc 4096 Z005-03-13 16:05 .ssh

===} mkauthkeys --add 'ssh-rsa ARAABINZAC1ucEARARETWARATEAZSE jixi {SHAUPWF aHSxeHOF o ThlrSh+ 558 cDRMMbd i ee i3 ekr+LOTEND TBZLY {55
JH5ablg.Je+xb M3t ZHHOCSn IAM bl OWT /EBDH 122 Ggx0 {uwul TAOpHamOkolz T+AXZbEOTP ThBEys £ TIHUBTAFUEZpf glGZlhll= fred@RCHASSS. rehl and. dbn. com

22102

Figure 11-14 Mkauthkeys

Once the key authentication is done, you can logon to the HMC without userid and password.
» Runacommand ssh -T 9.5.92.92 to logon to the HMC.

] Session A - [27 x 132]

Edit Communication Ac

B A% Bl =

A0pensys fusrsbing -sh

i

ssh -T 9.5.92.92

Lshmcuzr

name=hzcroot, tazkrole=hmeauperadnin, description=, resourcerole=
name=invscout, tazkrole=lUndef ined,description=, resourcerole=

name=mann, tazkrol e=hmczuperadning description=steve mann,resourcerole=
name=indiall,tazkrole=hmcauperadnin, description=HMC User,resourcerale=
name=adnin, taskrale=hncsuperadmnin, description=HHC Uszer,resourcerole=
name=fred, tazkrol e=hnczuperadnin, description=HHC User,rezourcerole=
name=root, tazkrole=hmnczuperadning description=root, resourcerole=

R
w4

P=

21,007

Figure 11-15 HMC logon without password
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11.4 Running DLPAR scripts from i5/0S

Once you logon to the HMC from i5/0S, all the HMC commands are available to use. You can
use these commands to do DLPAR functions. Also, you can write the scripts to run the
specific tasks and schedule the script to run from i5/0S. Scripts can be written from the
desktop PC, and using the operation navigator, drag and drop them to the desired IFS
directory (for example, /home/fred) in i5/0OS.

To schedule the scripts from the i5/0S, you need to run the commands from the QSHELL
instead of QP2TERM.

The QSHELL environment does not have the PATH for gsh. You need to add the gsh
command path to the QSHELL environment. The following steps show how to execute the
HMC commands from QSHELL.

» Logon as fred from i5/0S and run the command strqsh (Figure 11-17).

(] Session A - [24 x 80] -Jo&d

File Edit View Communication Actions Window Help

B 2% BE @b b 2 o @

MEIN 057400 Main Menu

System:
Select one pf the following:

. User tasks
. Offlice tasks

. Files, libraries, and folders
. Communications
. Display a menu

1

2

4

=]

8. Problem handling

9
18, Information Assistant options
11. iSeries Access tasks
98, Sigh off %

Selection of command
=== STRQSH_

F3=Exit Fd=Prompt F9=Retriewve Flz=Cancel Fli=Information Aszistant
F23=3et iniftial menu
{C} COPYRIGHT IEM CORF. 1988, 283,

Z2E/813)

=" [1902 - Session successfully started

Figure 11-16 strgsh

To run the ssh command, a path needs to be added.You can see that the following script
contains the path for the ssh. You can write the script from a Windows workstation and then
copy it to the IFS folder (for example, /home/fred), or, from the i5/0S, use the command edtf.

You can run the script systemname as shown in Example 11-1 and Figure 11-17.

Example 11-1 Systemname

PATH=$PATH:/QOpenSys/usr/bin:/usr/ccs/bin:/Q0penSys/usr/bin/X11:/usr/sbhin:.:/usr/bin
ssh -T 9.5.92.92 1ssyscfg -r sys -F name

In this script example, the first line will add the ssh path and the second line will execute the
ssh command and logon to the HMC (ip address 9.5.92.92) and then execute the command:

1ssyscfg -r sys -F name

Note: This path need to be added to the scripts to execute the ssh command:

PATH=$PATH:/QOpenSys/usr/bin:/usr/ccs/bin:/QOpenSys/usr/bin/X11:/usr/sbin:.:/usr/bin
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Refer to the script shown in Figure 11-17.

[ Session A - [24 x 80] - (=[]
File Edit View Communication Actions Window Help "
B SR =2 e bk 2 @ @l
QSH Command Entry

>
¥ ls

Chi Mem-mave mem-status systemname

mem-add mem-remnoyve proc-status testfile

» cat| systemname

PATH=$PATH: /Q0pensSyssusrsbin: fusricosshint AQ0penSyssusribinsK11: fusrishing ot/
usribin

ssh| -T 9.5.92.92 lssyscfg -r sys -F names

==="

F3=Ex[it FE=Print F9=Retrieve FlZ=Disconnect
Fi13=Cllear F17=Top Fi18=Bottom F21=CL command entry

16/0ET)

=" [1902 - Session successfully started

Figure 11-17 systemname - script

» Run the script (systemname) from the QSHELL command prompt (Figure 11-18).

(] Session A - [24 x 80] N - ﬂ

File Edit View Communication Actions Window Help
>

B B 2% & s ] 2

Q5H Command Entry

2 el

3
§

» sysktemname
Serper-9406-550-SN1OF1TAD
§

==

F3=Ex[it FE=Print F9=Retrieve F1lZ=Disconnect
Fi13=Cllear F17=Top F18=Bottom F21=CL command entry

16/0ET)

¥ 1902 - Session successfully started

Figure 11-18 systemname

You can see the output of the script Server-9406-550-SN10F17AD as shown here in
Figure 11-18.

Similarly, you can write the script to logon to the HMC and perform the specific tasks.

Note: To see the command syntax, logon to the HMC and type 1ssyscfg --help and
press Enter.

To move the memory from one partition to other, follow the procedure below:

» To see the partition memory configuration, run the script mem-status as shown below in
Example 11-2, Figure 11-19, and Figure 11-20.
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Example 11-2 mem-status

PATH=$PATH:/QOpenSys/usr/bin:/usr/ccs/bin:/Q0penSys/usr/bin/X11:/usr/sbin:.:/usr/bin
ssh -T 9.5.92.92 1shwres -m Server-9406-550-SN10F17AD -r mem --level lpar

2] Session A - [24 x 80] ~ E]@
File Edit View Communication Actions Window Helpy\\
B 2% B @ % 2z 6 el

QSH Command Entry

¥ ls
cmm mem-move proc-status
kk1 mem-remnoyve systemname
gem—add mem-status testfile

¥ cat| mem-status
PATH=$PATH: /Q0pensSysfusrsbin: fusricosshint AQ0penSyssusribinsK11: fusrishing ot/
usribin
ssh| -T 9.5.92.92 lshwres -m Server-9406-550-SN1OFL1TAD -r mem --level lpar

§

==="

F3=Ex[it FE=Print F9=Retrieve FlZ=Disconnect
Fi13=Cllear F17=Top Fi18=Bottom F21=CL command entry

18/ EET)
=" [1902 - Session successfully started
Figure 11-19 mem-status-script
[ Session A - [24 x 80] Ly ) [=15%

File Edit View Communication Actions Window Help

B BD 2% BE5 = b &= @ e

Q5H Command Entry

> mem-status
lpar_name=JCTest, lpar_id=1,curr_min_mem=0,curr_memn=8,2Urr_max_mnen=A,pend_min_|
memn=E, pend_men=0,pend_mnax_memn=0,run_nin_mnem=8,run_nsn=@
lpar_name=5@95 RCHASSSE 4 Disk, lpar_id=3,curr_mirfmen=10Z24,curr_memn=9%54 ,curr
_map_mem=12288, pend_mnin_men=1024,pend_mnem=9984, pend_max_mnen=12288,run_min_mem
=40 g , run_mem=9954
lpar_name=RCHASSS #1 Partition,lpar_id=d4,curr_min_mem=2Z@48,curr_mnem=43003,cu
rr_max_mem=51Z00 ,pend_min_mem=2848,pend_mnem=43008,pend_max_mnen=51208,run_min_|
men=E2045, run_nen=43005

=

F3=Exlit FE=Frint F9=Retrieve FlZ=Disconnect
Fi13=Cllear F17=Top F18=Bottom F21=CL command entry

15/HET)
" 1902 - Session successfully started

Figure 11-20 mem-status

Figure 11-20 above shows the details of partition and the same is explained in Table 11-1.

Table 11-1 Memory allocation

Partition Name Memory - Min Memory - Curr Memory - Max
JCTest 0 0 0

5095 RCHAS55B 4 1024 9984 12288

Disk

RCHASS55 #1 Partition | 2048 43008 51200
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» Move the memory from the partition (5095 RCHAS55B 4 Disk) to partition (RCHAS55 #1
Partition) by executing the script mem-move as shown in Figure 11-22.

This script (Example 11-3) moves the memory of size 1024 Mb from partition id 3 (5095

RCHASS55B 4 Disk) to partition id 4 (RCHAS55 #1 Partition).

Example 11-3 mem-move

PATH=$PATH: /QOpenSys/usr/bin:/usr/ccs/bin:/Q0penSys/usr/bin/X11:/usr/shin:.:/usr/bin

ssh -T 9.5.92.92 chhwres -r mem -m Server-9406-550-SN10F17AD

-om --id 3 --tid 4 -q 1024

Figure 11-21 shows the script.

2] Session A - [24 x 80] [s E]@

File Edit View Communication Actions Window Help

B B E 2 B ] ] o

QSH Command Entry

2 e@e

>

§

¥ cat| mem-move

PATH=$PATH: /Q0pensSysfusrsbin: fusricosshint AQ0penSyssusribinssll: fusrishing oo s
usribin

ssh| -T 9.5.92.92 chhures -r mem -m Server-9406-550-SM1BF1TAD -0 m --id 3 --f
id B -q 1624

==="

F3=Exlit FE=Print F9=Retrieve FlZ=Disconnect
Fi13=Cllear F17=Top F18=Bottom F21=CL command entry

16/0ET)

=" [1902 - Session successfully started

Figure 11-21 mem-move -script

Figure 11-22 shows the script executed.

2] Session A - [24 x 80] E]@

File Edit View Communication Actions Window Help L}S
»
G

s o B | % 2 @ &

Q5H Command Entry

>

P omEm-move

===

F3=Exlit  FE=Print F9=Retrieve FlZ=Disconnect
F13:CPear F17=Top Fi18=Bottom F21=CL command entry

16/0ET)

=" [1902 - Session successfully started

Figure 11-22 mem-move-script executed
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Figu

re 11-21 shows the resulis.

2] Session A - [24 x 80] s E]@

File

>

§

2% BE =@

* omem-move

> mem-status
lpar_name=JCTest, lpar_id=1,curr_min_memn=0,curr_mem=0,curr_mnax_mnen=8,pend_mnin_|
memn=E, pend_men=0,pend_mnax_mnemn=0,run_nin_mnem=8,run_nem=8
lpar_name=5@95 RCHASSSE 4 Disk, lpar_id=3,curr_min_mem=1024,curr_mem=5968,curr
map_mem=12288,pend_min_mem=1024 ,pend_men=8960, pend_max_mnem=12288,run_min_memn

Edit View Communication Actions Window Help

% 2P| @ @<

QSH Command Entry

=10EF, run_nen=5968
lpar_name=RCHASSS #1 Partition,lpar_id=d4,curr_min_mem=2@48,curr_mnem=44@832,cu
rr_max_mem=51Z00,pend_min_mem=2848,pend_mnem=44B3Z,pend_mnax_mem=51Z08 ,Fun_min_|
gem:2848,run_mem:44932
===>
F3=Ex[it FE=Print F9=Retrieve FlZ=Disconnect
Fi13=Cllear F17=Top Fi18=Bottom F21=CL command entry
18/HET)
=" [1902 - Session successfully started
Figure 11-23 mem-status-after script execution
Table 11-2 Memory allocation after the memory movement
Partition Name Memory - Min Memory - Curr Memory - Max
JCTest 0 0 0
5095 RCHAS55B 4 1024 8960 12288
Disk
RCHASS55 #1 Partition | 2048 51200 51200
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11.5 Scheduling the DLPAR function from i5/0S

Scripts can be scheduled to run from the i5/0S using the job scheduler. Scripts can be written
from the desktop, and using the operation navigator, drag and drop them to the desired IFS
directory (for example, /home/fred) in i5/0OS.

Scheduling the memory movement
.You can do the scheduling of memory movement using the following procedure:

» Logon to i5/0S using the user name fred and from the main menu, run the command
wrkjobscde and press Enter, then press F6 to add the entry (Figure 11-24).

2] Session A - [24 x 80] [x E]@

File Edit View Communication Actions Window Help

B B o @ s 2 8 el
MEIN 057400 Main Menu systen:

Select one of the following:

User tasks
Office tasks

IR

4. Files, libraries, and folders

o

Communications

Problem handling

Display a menu

Information Assistant options
iSeries Access tasks

P o

1]
1]

El

=]

Sign off

Selection or command
=== WRKJOBSCDE

F3=Ex[it Fd=Prompt F9=Retriewve Flz=Cancel Fli=Information Assistant
F23=3gt initial menu
Functlion key not allowed.

2T

=" [1902 - Session successfully started

Figure 11-24 wrkjobscde
» Enter the job name in the Job name field (for example, LPARTEST).

Enter the gsh command in the Command to run field as shown in Figure 11-25 and press
Enter.

———

200 Session A - [24 x 80] Ly (=%

File Edit View Communication Actions Window Help

B DD 2% BE @ sk 2 @ e

Add Job Schedule Entry {(ADDJOBSCDE )

Type choices, press Enter.

| Job name . . . . 4 4w e e a4 » LPARTEST HName, *JOBD
Command to run . . . . . . . . . * JJSH CHD(' fhome/fred/mem-mowve’ 3
Frequency . .+ » + + « + + - . . > WONCE #ONCE, *WEEKLY, *HONTHLY
Schedule date . . . . o . . L #CURRENT Date, *CURRENT, *MONTHSTR..
Schedule day « v v v v v e . . . NONE #NOME, *ALL, *HOM, *TUE...

+ for more walues

Schedule time . . . . . . . . . > [M1E8:4@: 007 Time, *CURRENT
L - U yes *#NO, *YES

More...
F3=Exit Fd=Prompt FS5=Refresh Flz=Cancel F13=How to use this display
F2d=More keys

05037

=" [1902 - Session successfully started

Figure 11-25 addjobscde
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Note: The script shown in Figure 11-21 is scheduled here.

Figure 11-26 shows the added job schedule entry.

2] Session A - [24 x 80] N E]@

File Edit View Communication Actions Window Hels\g

) DD 2% B =@ b 2 & @
Work with Job Schedule Entries
1 1 O5/20/05 15:36:04

Type options, press Enter.
2=Change 3=Hold 4=Remove S5=Display details E=Release

g=lork with last submission 18=Submit immediately
Hext
————— Schedule------ Recowvery Submit
Opt  Job Status  Date Time Frequency Action Date
*0OMCE *5SEMRLS O5/20,/85

LPARTEST SCO 05/20/65 16:40: 00
PERFNAYDR HLD #ALL QB30I 60 *WEEELY #SEHRLS B5/21/05
PERFNAYDS HLD #SUN B3:30:00 *WEEELY #SEHRLS B5/22/05
PERFNAYPG HLD #HONTHSTR  B2:30:008 +MONTHLY #SEHRLS OE/B1/B5
PERFNAYPH HLD #ALL 19:30:00 +#WEEELY #SEHRLS 05/20/05

QSJHEARTET SCD *ALL garidliae #WEEKLY *NOSEM B5/21/05
Q595ACOL SCD *ALL gErdliaE #WEEKLY *NOSEM B5/21/05
[ ] Hare...
Farameters or command
F3i=Exit Fd=Prompt FS5=Refrezh FE=Add F9=Retrieuve
Fli=Display job queue data Flz=Cancel F17=Top Fl&=Bottom
127002

=" [1902 - Session successfully started

Figure 11-26 addjobscde-added

The history log shows the memory size changes after the scheduled operation is completed
(Figure 11-27).

| 2{] Session A - [24 x 80] N E]@

File Edit View Communication Actions Window Help

B ool @l w2 & @l

Display History Log Contents

Job B861TE/FREDSLPARTEST started on B5/20/05 at 18:48:00 in subsystem QBATCH
Job B861TOSFREDSLPARTEST submitted for job schedule entry LPARTEST number 008
Job B861TOSFREDSLPARTEST ended on @5/2Z0/05 at 18:4@:36; 1 seconds used; end c
Main s=torage size change to 44@32.00M in progress.

Main storage size changed to 44832, Q6EH,

Job B8E6191/FREDSQZSHEH started on @5/20/05 at 18:40:45 in subsystem QINTER in
Job B86191/FREDSQZEHEH ended on Q5720705 at 18:48:42; 1 seconds used; end cod

Bottom
Press Enter to continue.

F3=Exit FlO=Display all Flz=Cancel

01/@Ed)

m 34" 1302 - Session successfully started

Figure 11-27 History log (System i5 #1 Partition)

11.5.1 Scheduling the i/o movement
In this section we discuss how to schedule i/o movement.

Adding the i/o to the partition

The following procedure shows the how to schedule the i/o removal, adding, and movement.
From Figure 11-28 below, we can see two systems. In this section, we are using the system
FelixComplex.
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Refer to Chapter 11, “OpenSSH” on page 341 for information on creating user ids in the HMC
and i5/0S as well as the ssh authentication procedure.

&4 Web-based System Manager - flrgn'tefhscrootMebSM.pref: Manag t Enviro tf... E]@

Console  Server Management  Selected  Wieww  Window  Help n"l:f
. — T E
=Koy Mm% BN EEE
Marvigstion Area : Server and Partition: Server Management
= Q Management Environmerit Mame |State |Operator Panel Walue
= |:| iumhrncs rehland b cop | = ffn FelixCamplesx Operating
= 7] Server and Partition = Ef Partitions
|:| Frame Manager + @ SixteenProcs Running 00000000
I] Server Manager + Btes{ Mat Activated 00000000
% Infarmation Center & ﬁh System Profiles

# [ Licensed Internal Ca | & I] Server-9406-530-SNTSQEPOT - Operating
# [ HMC Management
# 7] Service Applications

[2] J<l [2]

< [2] |
ET_ heady F Ohbjects shovwn O Hidden, |1 Ohbject selected. hscroot - iumhmecs

Figure 11-28 FelixComplex System

» Logon to i5/0S using the user name fred and enter the command QSH from the main menu
command line to enter into the QSHELL environment.

» Create a script as shown in Example 11-4 from the windows desktop, and then through
the operation navigator, drag and drop the file into the /home/fred directory.

Example 11-4 Ipar-details

PATH=$PATH:/QOpenSys/usr/bin:/usr/ccs/bin:/Q0penSys/usr/bin/X11:/usr/sbin:.:/
tdgd i dddadddaadadi
ssh -T 9.5.17.228 1ssyscfg -r 1par -m FelixComplex$

» To see the LPAR details, run the script 1par-details as shown in Figure 11-29.

2{] Session A - [24 x 80] . E]@
by

?ile Eﬁ View Communication Actions Window Help

) B 2% Em @ % 2 & ele
QSH Command Entry

>

» lpar-details

name=SixteenProcs, Lpar_id=1, lpar_env=0sd@B,state=Running,resource_config=1,0s
name=test, lpar_id=Z, lpar_env=0s40@,state=Not Activated,resource_config=0,0s_v

===

F3=Exit  FGE=Print F9=Retrieve FlZ=Disconnect
Fi13=Clear F17=Top F18=Bottom F21=CL command entry

=" [1902 - Session successfully started

Figure 11-29 Ipar-details executed

» To check the i/o resources of the system (FelixComplex) shown in Figure 11-28 above, run
the script iodetails as shown below in Figure 11-30.
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You can write a script as shown in Example 11-5 to see the iodetails of the partition.

Example 11-5 iodetails-script

PATH=$PATH:/QOpenSys/usr/bin:/usr/ccs/bin:/Q0penSys/usr/bin/X11:/usr/sbhin:.:/usr/bin
i dddddsaadaddi

ssh -T 9.5.17.228 l1shwres -r io --rsubtype slot -m FelixComplex -F
phys_loc,description,lpar_name,drc_index,bus_id --header

Figure 11-30 shows the script.

(] Session A - [24 x 80] Ly (=%

File Edit View Communication Actions Window Help

s o2 @ b % o

fQ0penSyssusribins-sh

&t

2 e@e

>

» cat iodetails
PATH=$PATH: /Q0pensSyssusrsbin: fusricosshint AQ0penSyssusribins®1l: fusrishing ot s
usrsbin
HHEGHER RS R BN Y
ssh -T 9.5.17.228 lshwres -r io --rsubtype slot -m FelixComplex -F phys_loc,d
escription, lpar_name,drc_index,bus_id --header$

===2

F3=Exit FE=Print F9=Retriewve Fli=Truncate lrap
Fl13=Clear F17=Top Fl58=Bottom F21=CL command entry

=" [1902 - Session successfully started

Figure 11-30 iodetails-script

The results are shown in Figure 11-31 on page 358 through Figure 11-36 on page 361.

QSH Command Entry

$
> jodetails
phys loc,description,Ipar_name,drc_index,bus_id
C11,I/0 Processor,null,2101000D,13
C12,PCI Mag Media Controller,null,2102000D,13
C13,Empty slot,nul1,2103000D,13
Cl4,Empty slot,nul1,2104000D,13
C15,Empty slot,nul1,2105000D,13
CO0l,Empty slot,null1,2101000E,14
C02,Empty slot,nul1,2102000E,14
C03,Empty slot,nul1,2103000E,14
C04,Empty slot,nul1,2104000E,14
C05,1/0 Processor,null,2101000F, 15
C06,PCI Ultrad SCSI Disk Controller,null,2102000F,15

===>

F3=Exit  F6=Print F9=Retrieve F12=Disconnect
F13=Clear F17=Top F18=Bottom F21=CL command entry

Figure 11-31 iodetails-executed
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QSH Command Entry

C07,Empty slot,nul1,2103000F,15

C08,Empty slot,nul1,2104000F,15

C09,Empty slot,nul1,2105000F, 15

C11,1/0 Processor,nul1,21010013,19

C12,PCI Ultra4 SCSI Disk Controller,null,21020013,19
C13,Empty slot,nul1,21030013,19

Cl14,Empty slot,nul1,21040013,19

C15,Empty slot,nul1,21050013,19

C01,I/0 Processor,nul1,21010014,20

C02,PCI Ultra4 SCSI Disk Controller,null,21020014,20
C03,Empty slot,nul1,21030014,20

C04,Empty slot,nul1,21040014,20

C05,1/0 Processor,nul1,21010015,21

C06,PCI Ultra4 SCSI Disk Controller,null,21020015,21

===>
F3=Exit  F6=Print F9=Retrieve F12=Disconnect
F13=Clear F17=Top F18=Bottom F21=CL command entry

Figure 11-32 iodetails - continued 1

QSH Command Entry

C07,Empty slot,nul1,21030015,21

C08,Empty slot,nul1,21040015,21

C09,Empty slot,nul1,21050015,21

C11,1/0 Processor,nul1,21010010,16

C12,PCI Ultra4 SCSI Disk Controller,null1,21020010,16
C13,Empty slot,nul1,21030010,16

Cl4,Empty slot,nul1,21040010,16

C15,Empty slot,nul1,21050010,16

CO01,Empty slot,nul1,21010011,17

C02,Empty slot,nul1,21020011,17

CO03,Empty slot,nul1,21030011,17

CO04,Empty slot,nul1,21040011,17

C05,1/0 Processor,nul1,21010012,18

C06,PCI Ultrad SCSI Disk Controller,null,21020012,18

===25
F3=Exit  F6=Print F9=Retrieve F12=Disconnect
F13=Clear F17=Top F18=Bottom F21=CL command entry

Figure 11-33 iodetails - continued 2
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QSH Command Entry

C07,Empty slot,nul1,21030012,18

C08,Empty slot,nul1,21040012,18

C09,Empty slot,nul1,21050012,18

C11,1/0 Processor,nul1,21010016,22

C12,PCI Ultra4 SCSI Disk Controller,null,21020016,22
C13,Empty slot,nul1,21030016,22

C14,Empty slot,nul1,21040016,22

C15,Empty slot,nul1,21050016,22

COl,Empty slot,nul1,21010017,23

C02,Empty slot,nul1,21020017,23

C03,Empty slot,nul1,21030017,23

C04,Empty slot,nul1,21040017,23

C05,1/0 Processor,nul1,21010018,24

C06,PCI Ultra4 SCSI Disk Controller,null,21020018,24

===>
F3=Exit  F6=Print F9=Retrieve F12=Disconnect
F13=Clear F17=Top F18=Bottom F21=CL command entry

Figure 11-34 iodetails - continued 3

QSH Command Entry

C07,PCI Ultrad SCSI Disk Controller,nul1,21030018,24
C08,Empty slot,nul1,21040018,24

C09,Empty slot,nul1,21050018,24

C11,PCI I/0 Processor,SixteenProcs,2101000A,10

C12,PCI Ultra4 SCSI Disk Controller,SixteenProcs,2102000A,10
C13,Empty slot,SixteenProcs,2103000A,10

C14,Empty slot,SixteenProcs,2104000A,10

C15,Empty slot,SixteenProcs,2105000A,10

C01,PCI I/0 Processor,SixteenProcs,2101000B,11

C02,Empty slot,SixteenProcs,2102000B,11

C03,PCI Ultra4 SCSI Disk Controller,SixteenProcs,2103000B,11
C04,PCI 10/100/1000Mbps Ethernet UTP 2-port,SixteenProcs,21040008,11
C05,PCI I/0 Processor,SixteenProcs,2101000C,12

C06,PCI Ultrad SCSI Disk Controller,SixteenProcs,2102000C,12

===25
F3=Exit  F6=Print F9=Retrieve F12=Disconnect
F13=Clear F17=Top F18=Bottom F21=CL command entry

Figure 11-35 jodetails - continued 4
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QSH Command Entry

C07,SCSI bus controller,SixteenProcs,2103000C,12
C08,Empty slot,SixteenProcs,2104000C,12
C09,Empty slot,SixteenProcs,2105000C,12

$

===>
F3=Exit  F6=Print F9=Retrieve F12=Disconnect
F13=Clear F17=Top F18=Bottom F21=CL command entry

Figure 11-36 iodetails - continued 5

Figure 11-31 through Figure 11-36 have shown the output of the iodetails script. In this
output, IOP and IOA at location C11 and C12 at BUS ID13 are not allocated to any partition
(that is, Ipar_name is null).

» To add this IOP and IOA to the partition, run the script io-add as shown in Example 11-6.
This will add the IOP and IOA (C11 and C12)to the SixteenProcs partition.

You can run this script i0-add from the QSHELL environment interactively or you can
schedule to run the script from the i5/0S. The following procedure shows how to schedule
this script from i5/0S.

Example 11-6 io-add-script

PATH=$PATH:/QOpenSys/usr/bin:/usr/ccs/bin:/Q0penSys/usr/bin/X11:/usr/sbin:.:/usr/bin
idgsdddsdddsaddzsddaadd

ssh -T 9.5.17.228 chhwres -r io -m FelixComplex -0 a --id 1 -1 2101000D&
idgsdddsdddgaddssaddsadd

ssh -T 9.5.17.228 chhwres -r io -m FelixComplex -0 a --id 1 -1 2102000D

Chapter 11. OpenSSH 361



» From the i5/0S main menu, run the command wrkjobscde and press Enter, then press
F6 to add the entry (Figure 11-37).

[ Session A - [24 x 80] (=[]
File Edit View Communication Actions Window Help
B o B e s 2 @ @l
HATIH 057400 Main Menu
System: EEO43306

Select one of the following:

1. User tasks

2. Office tasks

4, Files, libraries, and folders 4%

6. Communications

8. Problem handling
9, Dizplay a menu

11. iSeries Access tasks
9B, Sign off

Selection or command
=== WRKJOBSCDE

F3=Exit Fd=Prompt F9=Retriewve Flz=Cancel F23=Set initial menu

=" [1902 - Session successfully started

Figure 11-37 wrkjobscde -io-add

» Enter the job name in the Job name field (for example, I0ADD).

» Enter the gsh command in the Command to run field as shown in Figure 11-38 and press
Enter.

2] Session A - [24 x 80] [ E]@J

File Edit View Communication Acﬁons_'\-'-a'indow Help

i B B ) % 2 @ &

Add Job Schedule Entry {(ADDJOBSCDE )

&t

Type choices, press Enter.

Job name . .. . L L L 0L L JOB > LOADD
Command to run . . . . . . . . . CHD * QEH CHD(' fhome/sfred/io-add’ }
Frequency . . . . . & « & & . . FRQ > #*0ONCE
Schedule date . . . . o . . . . SCDDATE *CURRENT
Schedule day . . . . . . . . . . SCDDAY *NONE
+ for more walues
schedule time . . . . . . . . . SCOTIME > '@1:35:00"
Save . . . . GRS - - - - - - SAYE ¥ *YES

More...
F3=Exit Fd=Prompt FS=Refresh Flz=Cancel F13=How to use this display
F2d=More keys

34" 1302 - Session successfully started

Figure 11-38 io-add-scheduled
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Figure 11-39 shows the added job schedule entry.

[ Session A - [24 x 80] (=[]
File Edit View Communication Actions Window Help
BB 2 BE w8 s 2 o el
Work with Job Schedule Entries EG@43306
1 1 % B5/24/05 B1:29:06

Type options, press Enter.
2=Change 3=Hold 4=Remove S5=Display details E=Release

g=lork with last submission 18=Submit immediately
Hext
————— Schedule------ Recowvery Submit
Opt  Job Status  Date ime Frequency Action Date
_ I0ADD SCD B5/24/05 O1:35:08 *0MCE *5BMRLS 05/24/05
_ QS9AUTORTF SCD *FRI 2213008 *WEEKLY *5BMRLS O5/27/05
_ QS9AUTOTST SCD *FRI O3 e a8 *WEEKLY *5BMRLS B5/27/05
il Bottom

Parameters or command

F3=Exit Fd=Prompt FS5=Refrezh FE=Add F9=Retriewve
Fli=Display job queue data Flz=Cancel F17=Top Fl&=Bottom

=" [1902 - Session successfully started

Figure 11-39 io-add-scheduled-entry

Note: To see the command syntax, logon to the HMC, and from the command line, type

chhwres --help and press Enter.

Once the scheduled activity is completed, you can check the history log (which indicates the

completion of the job) as shown in Figure 11-40.

2] Session A - [24 x 80] [ @@
File Edit View Communication Actions Window Help
| oo @ | %% &8 & @€

| Display History Log Contents
Job BOSETISFREDSIOADD started on B5/24/05 at 01:35:00 in subsystem QBATCH in

Job BESSTISFREDSIOADD submitted for job schedule entry I0DADD number QEEEEZ.
Job BESSTISFREDSIOADD ended on B5/24/05 at @1:36:01; 1 seconds used; end code

Bottom
Press Enter to continue.

F3=Exit FlE=Display all Flz=Cancel

4" 1902 - Session successfully started

Figure 11-40 io-add histlog
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» Run the script iodetails from the QSHELL to see the resource status as shown in
Figure 11-41.

QSH Command Entry

>
$

> jodetails
phys_Tloc,description,lpar_name,drc_index,bus_id
C11,PCI Mag Media Controller,SixteenProcs,2102000D,13
C12,PCI Ultrad4 SCSI Disk Controller,SixteenProcs,2102000D,13
C13,Empty slot,nul1,2103000D,13
C14,Empty slot,nul1,2104000D,13
C15,Empty slot,nul1,2105000D,13
COl,Empty slot,nul1,2101000E,14
C02,Empty slot,nul1,2102000E,14
C03,Empty slot,nul1,2103000E,14
CO04,Empty slot,nul1,2104000E,14
C05,1/0 Processor,null,2101000F, 15

===>
F3=Exit  F6=Print F9=Retrieve F12=Disconnect
F13=Clear F17=Top F18=Bottom F21=CL command entry

Figure 11-41 iodetails -after adding the i/o

In Figure 11-41 above, the Slots C11 and C12 are assigned to the partition SixteenProcs.

Note: This is the end of the procedure for i/o add.

Removing the i/o from the partition

As shown in Figure 11-41, the IOP and IOA at location C11 and C12 at BUS ID13 is now
allocated to partition SixteenProcs.

To remove this IOP and IOA from the partition, either you can run the script io-remove as in
Example 11-7 from the QSHELL, or you can schedule the job as shown in Figure 11-43,
Figure 11-44, and Figure 11-45.

Example 11-7 io-remove script

PATH=$PATH:/QOpenSys/usr/bin:/usr/ccs/bin:/Q0penSys/usr/bin/X11:/usr/sbin:.:/usr/bin
idsadddsdddaaddsssdaadd

ssh -T 9.5.17.228 chhwres -r io -m FelixComplex -0 r --id 1 -1 2101000D --force&
idggddsdddsaddgaaddsadd

ssh -T 9.5.17.228 chhwres -r io -m FelixComplex -0 r --id 1 -1 2102000D --force
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The removal script is shown in Figure 11-42.

2] Session A - [24 x 80] [
File Edit View Communication Actions Window Help

BE B 8@ @ b 2 @ e

fQ0penSyssusribins-sh

M=%

>
5

» cat lo-remove
PATH=$PATH: /Q0pensSyssusrsbin: fusricosshint AQ0penSyssusribins®11: fusrishing ot s
usrsbin

ssh -T 9.5.17.228 chhwres -r io -m FelixComplex -o r --id 1 -1 210100080 --for
ced

ssh -T 9.5.17.228 chhwres -r io -m FelixComplex -o r --id 1 -1 21020000 --for

ces
===>
F3=Exit FE=Print F9=Retriewve Fli=Truncate lWrap
Fl13=Clear F17=Top Fl58=Bottom F21=CL command entry

=" [1902 - Session successfully started

Figure 11-42 jo-remove -script

» From the i5/0S main menu, run the command wrkjobscde and press Enter, then press

F6 to add the entry as shown in Figure 11-43.

[ Session A - [24 x 80] -Jo
File Edit View Communication Actions Window Help
BE SR B2 e s 2 @ el
HATIH 057400 Main Menu
System: EEO43306
Select one of the following:
1. User tasks
2. Office tasks
4, Files, libraries, and folders 4%
6. Communications
8. Problem handling
9. Display a menu
11. iSeries Access tasks
98, Sign off
selection or command
=== WRKJOESCDE
F3=Exit Fd=Prompt F9=Retriewe Flz=Cancel F23=Set initial menu
34" 1302 - Session successfully started

Figure 11-43 wrkjobscde -io-remove
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The removal script is shown in Figure 11-44.

2] Session A - [24 x 80] [

M=%

File Edit View Communication Actions Window Help

B B 2 | ] (% 2| ] @@

Add Job Schedule Entry {(ADDJOBSCDE )

iype chorces, press Enter.

Job name . . . . . . . . . . . . * LOREMOYE Name, #*JOBD
Command to run . 005 o oo

QSH CHD{'/home/fred/io-remove’

+ for more walues
Schedule time o o o
Save .

Time, *CURRENT
*NO, " *YES

F2d=More keys

Frequency . . . . . « . . . . . * *OHCE *ONCE, *WEERLY, *MONTHLY
Schedule date . . . . . . . .. *CURRENT Date, *CURRENT, *MONTHSTR..
Schedule day . *NONE *NONE, *ALL, *MON, *TUE..

F3=Exit Fd=Prompt FS5=Refresh Flz=Cancel F13=How to use this display

More...

=" [1902 - Session successfully started

Figure 11-44 jo-remove - scheduled

Figure 11-45 shows the added job schedule entry.

2] Session A - [24 x 80] N

mE )

File Edit View Communication Actions Window Help

B B3 o B % 2 8 el

Work with Job Schedule Entries

Type options, press Enter.
2=Change 3=Hold 4=Remove S=Display details E=Release

BE4330E

E
05724705 B3:148:31

Fli=Display job queue data Flz=Cancel F17=Taop Fl&=Bottom

g=lork with last submission 1B=%ubmit immediately
Hext
————— Schedule------ Recovery Submit
Opt  Job Status  Date Time Frequency Action Date
_ I0ADD SAY 05/24/05 O1:35:08  *0MCE *5EMRLS
_ IOREMOYE SCD B5/24/05 B3:55:08  *0MCE *SBHRLS 05/24/05
_ QS9AUTORTF SCD *FRI ZZi3@roE #WEEKLY *5BMRLS O5/27/05
_ QS9RUTOTST SCD *FRI O3 E:aE  *#WEEKLY *5BMRLS B5/27/05
Bottom

Parameters or command
F3=Exit Fd=Prompt FS5=Refrezh FE=Add F9=Retriewve

=¥ 1902 - Session successfully started

Figure 11-45 io-remove - scheduled entry
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Once the scheduled activity is completed, you can check the history log (which shows the
completion of the job) as shown in Figure 11-46.

2] Session A - [24 x 80] Is E]@

File Edit View Communication Actions Window Help

Bl B B m % 2 @ &

Display History Log Contents
Job OREE44/FREDSIOREMOYE submitted for job schedule entry IOREMOYE number @08

Job EO6044/FREDSIOREMOVE started on B5/24/05 at B@3:55:00 in subsystem QBATCH
Job OO6E44/FREDSIOREMOVE ended on @5/24/05 at B3:56:07; 1 seconds used; end c

Bottom
Press Enter to continue.

F3=Exit Fl@=Display all Flz=Cancel

Function key not allowed.

Figure 11-46 io-remove histlog

Figure 11-47 shows the iodetails after removing the i/o.

QSH Command Entry

$
> jodetails
phys loc,description,Ipar_name,drc_index,bus_id
C11,PCI I/0 Processor,null,2101000D,13
C12,PCI Mag Media Controller,nul1,2102000D,13
C13,Empty slot,nul1,2103000D,13
C14,Empty slot,nul1,2104000D,13
C15,Empty slot,nul1,2105000D,13
COl,Empty slot,nul1,2101000E, 14
C02,Empty slot,nul1,2102000E,14
C03,Empty slot,null,2103000E, 14
C04,Empty slot,nul1,2104000E,14
C05,1/0 Processor,null,2101000F, 15

===>
F3=Exit  F6=Print F9=Retrieve F12=Disconnect
F13=Clear F17=Top F18=Bottom F21=CL command entry

Figure 11-47 iodetails - after removing the i/o

Note: This is the end of the procedure for i/o removal.
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Moving the i/o from one partition to another
To move the i/o from one partition to another, we need to know the partition ids and the drc
index of the particular IOP or I0A.

You can see the partition details in Figure 11-29 on page 357.

To move the IOP (C11) and IOA(C12) from the SixteenProc partition to the test partition, run
the script as shown in Example 11-8.

Example 11-3 shows the details taken from Figure 11-29 on page 357 and Figure 11-41 on
page 364.

Table 11-3 i/o details

Partition Name LPAR Id IOP drc_index I0A drc_index
SixteenProcs 1 2101000D 2102000D
Test 2

Example 11-8 shows the script to do this function.

Example 11-8 io-move -script

PATH=$PATH:/QOpenSys/usr/bin:/usr/ccs/bin:/Q0penSys/usr/bin/X11:/usr/sbhin:.:/usr/bin
idgadddsdddaaddgaadasaiid

ssh -T 9.5.17.228 chhwres -r io -m FelixComplex -o m --id 1 -1 2101000D --tid 2
idgaddsdddsdddssdidi

ssh -T 9.5.17.228 chhwres -r io -m FelixComplex -o m --id 1 -1 21020000 --tid 2

Note: To see the command syntax, logon to the HMC, and from the command line, type:
chhwres --help and press Enter.

11.6 Scheduling the DLPAR function from Windows
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HMC can be accessed from many other operating systems with the ssh client utility program
installed. One of the popular utilities is PUuTTY, which is a free ssh client utility program that
can be downloaded from the Internet.

More information about PUTTY can be found in:
http://www.chiark.greenend.org.uk/~sgtatham/putty/

You can download PuTTY and related utilities from the URL:
http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html

The following procedure shows how use the PuTTY utility program to communicate to HMC
from the Windows client.

From the Windows client, create the folder:

c:\putty
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Download the PuTTY utility programs (putty.exe and plink.exe) from the Internet to the

folder c:\putty as shown in Figure 11-48.

B MS-DOS Prompt dElﬂ

SNPUTTY >dir =
Uolume in drive C has no label.
Uolume Serial Mumber is SCCH-9DEE

Directory of Cisputty

4-85-2805 12:54 <DIR> -
4-85-2805 12:54 <DIR>

5-04-2805 20:42 262,144 PLINK.EZE
4-85-2805 12:54 294 pubkey
5-04-2805 2@8:45 28.956 PUTTY.CNT
5-04-2805 20:43 421,888 PUTTY.EXE
5-04-2805 2@8:45 587.54%2 PUTTY.HLP
8-05-2005 17:14 45.791 putty.log
5-85-2805 11:21 1.848.245 putty.zip
5-84-2885 20:43 163,848 PUTTYGEN.ERE
8 File(s> 2,558,707 hytes

2 Dirds> ?.793,.352,784 hytes free
SNPUTTY >

| |

Figure 11-48 putty - Folder

Type plink and press Enter from c:\putty to see the command syntax as shown in

Figure 11-49.

B MS-DOS Prompt ﬂﬂ

uITY Link: d-line tion utility

sage: plink [options] [user@lhost [command]
¢"host" can also he a PulTY saved session namel

Options:
-u print version information and exit
—pgpfp print PGP key fingerprints and exit
—u show verbhose messages

—load sessname Load settings from saved session
—zsh —telnet —rlogin —-raw

force use of a particular protocol
P port connect to specified port
-1 user connect with specified username
—hatch dizable all interactive prompts
The following options only apply to 58H connections:

—pw passw login with specified password

=D [listen—IFP:]1listen—port

Dynamic SO0CKS-based port forwarding
=L [listen—IFP:]1listen—port:host:port

Forward local port to remote address
—R [listen—IP:]listen—port:host:port

Forvard remote port to local address

B —x enabhle ~ diszable H11 forwarding

-A —a enahle ~ dizabhle agent forwarding

-t -T enabhle ~ dizable pty allocation

-1 -2 force use of particular protocol version

-4 -6 force use of IFv4 or IPuvb

—-C enahle compression

—i key private key file for authentication

-m file read remote command<s> from file

- remote command iz an S58H subsystem (SSH-2 onlyd>
—N don’t start a shellscommand (S8H-2 only>

C:NPUTTYS -
<| | &l

Figure 11-49 Plink command syntax
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12

Using Work Management to
influence System i5 resources

This chapter describes the new options added to OS/400 V5R3 Work Management to
influence System i5 performance for specific workloads. These new options are processor
and memory affinity on some multi-processors models of System i5 systems.
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12.1

Main storage and processor affinity concept

In some environments and system configurations, processes and threads can achieve
improved affinity for memory and processor resources. This improved level of affinity can
result in improved performance. You can tune the main storage affinity level setting on your
server at the process level and at the thread level.

Important: Tuning main storage affinity levels may improve performance in some
environments or system configurations, or degrade it in others.

12.1.1 Processor affinity concept

Other things being equal, it is desirable to dispatch a thread on the processor it last used.
This dispatching criterion is called processor affinity. The level of emphasis on processor
affinity can vary.

The highest possible degree of processor affinity is to bind a thread to a specific processor.
Binding means that the thread will be dispatched to that processor only, regardless of the
availability of other processors.

This technique can be useful for CPU-intensive programs that experience few interrupts.

It can sometimes be counterproductive for ordinary programs, because it may delay the
redispatch of a thread after an I/O until the processor to which the thread is bound becomes
available. If the thread has been blocked for the duration of an I/O operation, it is unlikely that
much of its processing context remains in the caches of the processor to which it is bound.

It would probably be better served if it were dispatched to the next available processor.

12.1.2 Memory affinity concept

372

In this section, we present a basic view of memory affinity.

Each Multi-Chip Module (MCM) contains 8 processors, making a processor node that is
connected to memory cards. As long as the processors access these local memory cards, the
performance is optimum.

Now, with multiple MCMs, a processor on one node may need to access memory cards
connected to another processor node (another MCM). So, instead of using a local memory
access, the bus interconnecting the MCMs is used to perform a remote memory access, and
the performance is not optimum. See Figure 12-1.
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Multi-chip Module

Figure 12-1 Processors and memory layout for n-way PowerPC MCMs

The memory affinity support recognizes the relationship between processors, memory, and
multichip modules (MCMs) in SMP machines such as the IBM @server System i5. The
support provides improved performance to some high performance computing applications.

Memory affinity is a special purpose option for improving performance on IBM System i5
machines that contain multiple multichip modules. But memory affinity is neither
recommended nor beneficial for general use. Most systems run better with memory affinity
disabled. IBM testing has discovered that memory affinity can have an unpredictable effect on
system and application performance. Some applications benefit from memory affinity, others
can degrade.

12.2 Work Management enhancements for memory and
processor affinity

The following performance system values are new for i5/0S V5R3:
» QTHDRSCAFN — Thread affinity
» QTHDRSCADJ — Automatically adjust thread resources

The following parameters are new for the Add Routing Entry (ADDRTGE) command:
» THDRSCAFN — Thread resources affinity
» RSCAFNGRP — Resources affinity group
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12.2.1 QTHDRSCAFN (thread affinity)

This specifies whether secondary threads will have affinity to the same group of processors
and memory as the initial thread or not. It also specifies the degree to which the system tries
to maintain the affinity between threads and the subset of system resources they are
assigned.

A change made to this system value takes effect immediately for all jobs that become active
after the change, but only if they retrieve their affinity values from the system value. Jobs and
threads that are currently active will continue to run with the affinity values in which they were
started. New jobs and threads that get their affinity values from jobs that are currently active,
(for example, batch immediate jobs or secondary threads that inherit attributes from the initial
thread) will continue to use the values stored in the initiating job or thread, rather than the
current system value.

In addition, you can use the automatically adjust thread resources (QTHDRSCADJ) system
value to distribute the use of system resources.

Thread affinity

This specifies whether or not secondary threads are grouped with the initial thread. Select
one of the following choices:

» Secondary threads use same processors and memory as initiating thread
(*GROUP)
This indicates that secondary threads have a preference for the same group of processors
and memory as the initial thread. Multi-threaded workloads that share data between the
threads within a job may perform better when using this option.

» Secondary threads do not use same processors and memory as initiating thread
(*NOGROUP)
This indicates that secondary threads do not have a preference for the same group of
processors and memory as the initial thread. Workloads that use the full processing power
of a system may perform better when using this option.

» Level of affinity
This specifies the degree to which the threads try to use the subset of system resources in
which they have a preference. Select one of the following choices:

— Threads will only use resources they have affinity to (*HIGH).

— Threads will only use the subset of system resources they have affinity to, and will wait
until they become available.

» Threads use any resource (*NORMAL)
Threads will use any processor or memory in the system if the resources they have affinity
to are not readily available.

12.2.2 QTHDRSCADJ (automatically adjust thread resources)
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This specifies whether the system should dynamically make adjustments to the affinity of
threads currently running on the system (1) or not (0). If some resources are being used more
than others, the system may reassign some of the threads running on the more heavily used
resources to have affinity to the less used resources.

If you have specified to group secondary threads using the thread affinity (QTHDRSCAFN)
system value, the threads within one process will all be moved as a group. If jobs have been
logically grouped with the routing entry or prestart job entry, the entire group will be moved
together. If this option is selected, the system will attempt to distribute work evenly across all
the system's resources.
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12.2.3 ADDRTGE command — new parameters

In the following sections we provide a description of the new parameters.

Thread resources affinity (THDRSCAFN)
This specifies the affinity of threads to system resources.

» Element 1: Group, single values

*SYSVAL

When a job is started using this routing entry, the thread resources affinity value from
the QTHDRSCAFN system value will be used.

*NOGROUP

Jobs using this routing entry will have affinity to a group of processors and memory.
Secondary threads running under the job will not necessarily have affinity to the same
group of processors and memory.

*GROUP

Jobs using this routing entry will have affinity to a group of processors and memory.
Secondary threads running under the job will all have affinity to the same group of
processors and memory as the initial thread.

» Element 2: Level

*NORMAL

A thread will use any processor or memory if the resources it has affinity to are not
readily available.

*HIGH

A thread will only use the resources it has affinity to, and will wait until they become
available if necessary.

Resources affinity group (RSCAFNGRP)

This specifies whether or not jobs using this routing entry will be grouped together having
affinity to the same system resources (processors and memory). A value of *YES for this
parameter will take precedence over the QTHDRSCAFN system value when set to
*NOGROUP.

*NO

Jobs that use this routing entry will not be grouped together.

*YES

Jobs that use this routing entry will be grouped together such that they will have affinity to
the same system resources. Jobs that share data in memory may perform better if they
have affinity to the same resources.

>
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13

Virtual Partition Manager

In this chapter we discuss the following topics:

Introduction to Virtual Partition Manager for eServer System i5 systems
Planning for Virtual Partition Manager

Getting started with Virtual Partition Manager

Preparing your system for Virtual Partition Manager

Creating Linux partitions using Virtual Partition Manager

Establishing network connectivity for Linux partitions

Setting up i5/08S virtual 1/O resources for Linux partitions

vVVvyVYyVvYVvYYyvYyyYy
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13.1 Introduction to Virtual Partition Manager for eServer

System i5 systems

With the recently announced System i5 processor based eServer i5 systems, IBM is
delivering the 3" generation of logical partitioning for the iSeries family of servers. The new
partitioning capabilities enable customers to further simplify their infrastructures.

The IBM Virtualization Engine™, which provides support for logical partitioning and resource
virtualization through i5/0S, is included with eServer System i5 systems.

The Virtual Partition Manager (VPM) introduces the capability to create and manage Linux
partitions without the use of the Hardware Management Console (HMC). The Virtual Partition
Manager supports the needs of small and medium customers that want to add simple Linux
workloads to their eServer System i5 system.

The Virtual Partition Manager supports environments with one i5/0S partition and up to four
Linux partitions. In addition, the single i5/0S partition must own and manage all of the 1/O
resources.

This document is intended to assist IBM Business Partners and clients that are planning to
deploy Linux partitions on eServer System i5 systems using the Virtual Partition Manager.

The HMC remains the premier management tool for logical partitioning on the eServer
System i5 system. It is required to support more robust configurations: multiple i5/0S
partitions, AIX 5L partitions, flexible hardware resource assignments, and dynamic resource
movement.

The key differences between the Virtual Partition Manager and the HMC are highlighted in
Table 13-1.

Table 13-1 Differences between VVPM and HMC

Virtual Partition Manager Hardware Management
Console
Operating systems supported i5/0S and Linux i5/08, Linux and AIX 5L
Maximum number of partitions 5(1 i5/0S and 4 Linux) 254
Uncapped partition support Yes Yes
Dynamic resource movement No Yes
I/0 support for Linux Virtual Virtual and Direct
Maximum # of Virtual Ethernet connections 4 4096
Maximum virtual disk per partition 64 TB 64 TB
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This document is intended to assist users that are planning to deploy Linux partitions on
eServer System i5 systems using the Virtual Partition Manager.
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13.2 Planning for Virtual Partition Manager

Virtual Partition Manager is enabled by enhancing the partition management tasks in the
Dedicated Service Tools (DST) and System Service Tools (SST) for i5/0S V5R3. This
capability is enabled only for eServer i5 systems, allowing you to create up to a maximum of
four Linux partitions in addition to the one i5/0OS partition that owns all of the I/O resources for
the Linux partitions.

Keep in mind that the intended use of Virtual Partition Manager allows deployment of a limited
number of Linux partitions on eServer i5 systems without requiring an HMC, where the entire
I/O is hosted by a single i5/0S partition.

13.2.1 Planning considerations

We strongly recommend that you fully understand the planning considerations required to
enable Virtual Partition Manager on your eServer i5 system. Following are the planning
considerations:

» You need a minimum of an eServer System i5 system with i5/0S V5R3, and PTF
MF34753 (or its supersede) applied to enable Virtual Partition Manager.

Important: Prerequisite PTFs MF34946 and MF34962 must be permanently applied
before doing a SAVSYS of the i5/0S partition. A D-mode IPL of the Virtual Partition
Manager activated i5/0S partition will fail with an SRC of A6005001 with media that does
not have these PTFs permanently applied.

» AnIPL is required to apply MF34753 (or its supersedes).

» Ensure that you have the latest firmware level (SF230_113 [PTF MH00265] or above)
downloaded for the eServer System i5 system.

» A maximum of four Linux partitions are supported.
» |/O for all Linux partitions must be managed by a single i5/0S instance.

» Linux uses virtual I/0 to access disk, tape, DVD, and Ethernet resources owned by the
i5/0S partition.

» Up to a maximum of four Virtual Ethernet connections may be configured for each Linux
partition or for the i5/0S partition.

» Direct attach I/O cannot be installed in any Linux partition, including any additional
Ethernet Adapters for a Firewall gateway.

» Only a single i5/0S instance can exist on eServer i5. If you need more than one i5/0S
instance on your eServer i5, use a Hardware Management Console (HMC).

» Linux partition creation and management can only be performed through DST or SST
tasks. iSeries Navigator does not support Virtual Partition Manager.

» Automatic processor balancing between Linux and i5/OS partitions is supported through
uncapped processor pool. Dynamic movement of resources such as processor, memory,
and I/O is not supported. Restart the Linux partition for the changes to take effect.

» HMC functionality, such as Capacity Upgrade on Demand (On/Off CoD, and Reserve
CoD) is not enabled through DST or SST tasks. Only permanently activated processors
may be allocated to any of the partitions.

» Partition configuration data cannot be saved through DST or SST tasks. Ensure that
hardcopy prints are kept with configuration screens should you need to recreate the
partitions.
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» Migration of partition configuration data to HMC is not available. If HMC is deployed at a
future stage, you need to recreate the Linux partitions. The data stored through virtual 1/0
on i5/0S remains unaffected.

» Initially, the Virtual Partition Manager configuration screens are only available in English
and are not translated.

» Virtual Partition Manager cannot be managed through services offerings such as LPAR
Toolkit or similar LPAR management tools provided by various IBM business partners.
Likewise, there are no Application Programming Interfaces (API) or SSH capabilities.

» You cannot use Virtual Partition Manager on an eServer System i5 system that is
configured using an HMC.

Note: An IPL of eServer i5 system may be required for partition creation.

Once you have carefully understood the above planning considerations, you can start
planning for your eServer System i5 system with Linux partitions using Virtual Partition
Manager.

13.2.2 Planning for Linux logical partitions

The IBM eServer Hardware Information Center contains important information that you need
to understand as you start your preparations for deploying Linux partitions. Begin with the
“Partitioning for Linux” section:

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/index.htm?info/iphae/Tinuxpart
itions.htm

This section provides information about hardware requirements, logical partition planning
tasks, and details on how to create a Linux logical partition using i5/0OS virtual I/O resources.
Some of the important planning steps are documented in the next section.

13.2.3 Perform capacity planning
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Sizing guidelines for partitions with Linux workloads can be derived through using the IBM
Workload Estimator (WLE).

http://www-912.1ibm.com/supporthome.nsf/document/16533356

WLE is a tool that runs in a Browser or on a personal computer (PC). It estimates the
computer resources required for traditional workloads as core applications and new
workloads, as Linux, WebSphere® and Lotus® workloads. For Linux, partition sizing
information is available for file serving, Web serving, and network application workloads.
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13.2.4 Design and validate your partition configuration

Use the Logical Partition Validation Tool (LVT) to help you design a partitioned system. You
can download a copy from the following Web address:

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/index.htm?info/iphat/iphatlvt.
htm

The LVT provides you with a validation report that reflects your system requirements while
not exceeding logical partition recommendations. Keep in mind that you can only define
hosted Linux partitions using the Virtual Partition Manager. It is also important to understand
and plan for the Hypervisor Memory requirements.

13.2.5 Understand use of virtual resources for Linux partitions

To learn how your Linux logical partitions can communicate with other devices through virtual
I/O, see the Virtual 1/0O devices topic in the Information Center at the following Web address:

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/index.htm?info/iphbi/iphbivirt
ualnative.htm

13.2.6 Ordering your eServer i5 system

To simplify the implementation of your eServer System i5 system, we recommend that you
order the Novell or Red Hat Linux distribution with your eServer System i5 system, order
feature code #0142 Linux specify, and order feature code #0496 Force i5/0S Preload.

Beginning May 2005, the IBM configuration tool (eConfig) is enhanced to support the preload
of i5/0S on your eServer System i5 system, even when you elect to configure Linux
partitions. Prior to this, when you ordered your eServer i5 and specified a Linux partition, the
IBM manufacturing plant did not preload i5/0OS and only installed i5/0S microcode on the load
source disk unit. The remaining disk configuration and i5/0S installation tasks were then
performed at the client location after the partitions were defined.

The #0496 FORCE i5/0S PRELOAD feature code preloads i5/0OS on a new server across all
disk units, even though logical partitioning has been specified. This feature code cannot be
used if the Linux partition has dedicated disk controllers and drives included in the ordered
configuration.

We recommend that you include this new feature code to preload i5/0S when you order the
Linux distributions from Red Hat or Novell with the eServer System i5 system and virtual
storage.

In the case of Virtual Partition Manager, since all of the Linux partitions will use virtual I/O, it is
important that you take advantage of this IBM configuration support enhancement so that
your new eServer i5 system comes fully loaded with i5/0S, ready for you to start deploying
your Linux partitions.

13.3 Getting started with Virtual Partition Manager

In this section, we review the pre-requisites that you need to plan for and implement before
defining your Linux partitions using Virtual Partition Manager. We recommend that you study
the concepts for Partitioning for Linux for eServer i5 systems, documented in the eServer
Information at the following Web address:

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/index.htm?info/iphbi/iphbikick
off.htm

Chapter 13. Virtual Partition Manager 381


http://publib.boulder.ibm.com/infocenter/eserver/v1r2s/en_US/index.htm?info/iphat/iphatlvt.htm
http://publib.boulder.ibm.com/infocenter/eserver/v1r2s/en_US/index.htm?info/iphbi/iphbivirtualnative.htm
http://publib.boulder.ibm.com/infocenter/eserver/v1r2s/en_US/index.htm?info/iphbi/iphbikickoff.htm
http://publib.boulder.ibm.com/infocenter/eserver/v1r2s/en_US/index.htm?info/iphbi/iphbikickoff.htm

13.3.1 Minimum configuration requirements
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The following requirements apply for Linux partitions created on an eServer i5 system. Each

p

>

artition requires the following components:
Processor unit:
— 0.10 processing units allocated out of a shared processing pool
Memory:
— A minimum of 128MB of memory or region size (whichever is largest) is needed.

— Hypervisor memory set aside from your total memory capacity—available for
managing logical partitions. Your Logical Partition Validation Tool (LVT) gives you an
indication of this memory requirement. For more information, see the memory section
in the Information Center at the following Web address.

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/index.htm?info/iphat/ip
hatlparmemory

Disk storage:

— 1GB served through Virtual 1/0 by i5/0S

Network interface:

— One virtual Ethernet adapter for communicating to i5/OS or other Linux partitions
Partition management console:

— iSeries Operations Console, LAN Console or 5250 (Twinaxial) Console for partition
creation and management

Software requirements:
— i5/0S V5R3 or above

— Minimum of 2.3.0 version firmware applied. For information about minimum software
requirements, and download instructions, visit the IBM eServer Prerequisite Web-site
at:

http://www-912.1ibm.com/E_DIR/ESERVERPREREQ.NSF
Select the Software tab with the options shown as Figure 13-1.

— Ensure that you have a minimum of PTF MF34753 (or its supersede) applied to enable
Virtual Partition Manager. If this PTF is not already installed, please download and
apply them before starting your partition setup.

— Prerequisite PTFs MF34946 and MF34962 must be permanently applied before doing
a SAVSYS of the i5/0S partition. A D-mode IPL of the Virtual Partition Manager
activated i5/0S partition will fail with an SRC of A6005001 with media that does not
have these PTFs permanently applied.

Note: These minimum configurations may vary significantly depending on the workload
enabled for each of the Linux partitions, and based on the Linux distribution and version
that you install. Please refer to a specific Linux distribution's guideline for the actual values.
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IBM eServer Prerequisite
Software

Search for software/firmware functions by selecting an operating
system/firmware, a product, and a release from the lists provided.

Operating System/| is/0s v

Firmware: T

Product: 5722-551 | v

Function: Virtual Partition Manager }‘V.
Select Function
All Functions

DBEZ2 UDE for iSeries Materialized Query Tables
Virtual Partition Manager

Figure 13-1 Prerequisite tool selections

13.3.2 Complete initial setup of your eServer i5

Before you define Linux partitions and load Linux distribution, you need to complete the Initial
Server Setup tasks using either the predefined or customized setup checklists. You can find
the checklists at the following Web address:

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/index.htm?info/initialserverse
tup

Use the checklists initially for standalone servers, without specifying logical partitioning. Even
though you will create Linux partitions at a later stage, for the purposes of setting up your
server, you want to complete the installation so that it does not require a Hardware
Management Console (HMC).

With your new eServer System i5 system, i5/0S currently owns all of the processor, memory,
and 1/O resources. The next few chapters provide step-by-step instructions for the basic
configuration tasks required to remove resources from i5/0OS and set up Linux partitions using
Virtual Partition Manager. We will also discuss how to define the Network Server Storage
Space (NWSSTG), and Network Server Storage Description (NWSD) for virtual storage and
enable virtual Ethernet for network communications between multiple partitions.
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13.4 Preparing your system for Virtual Partition Manager

This section provides step-by-step instructions on how you can remove logical resources
from i5/0OS using the Virtual Partition Manager, in preparation for defining new Linux
partitions. With your new eServer i5 system, by default, the i5/0S partition currently owns all
of the processor, memory, and I/O resources.

You can invoke the Virtual Partition Manager either through Dedicated Service Tools (DST)
or System Service Tools (SST) tasks. The advantage of using SST is that you can bring your
eServer i5 system to full operational mode rather than having to do your partition definitions in
a restricted state where the rest of the operating system has not started, and users are not
able to use the system.

We recommend that you manage your Linux partition, creation, and management through
SST tasks, which enables you to use your i5/0S environment concurrently. After you define
the partitions, a system IPL is required to complete the removal of resources from i5/0S.

13.4.1 Removing resources from i5/0S
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1. .From the Main menu or i5/0S command line, start the System Service tools by typing
STRSST, as seen in Figure 13-2.

# — ———————rr—}
30 A - MY520 ok
Ble Edt View Communicston Actons Vdndow Help ]
MATN 05/400 Main Menu

Suystem: Z223BP1
Select one of the following:

User tasks

Office tasks

General system tasks

Files, libraries, and folders
Frogramming

Communications

Define or change the system
Froblem handling

Display a menu

Intormation Aasistant options
. iSeries Access tasks

gy ) I S T o

| e e o s RN

=

90, Sign off

Selection or command
===} gtrsst

Fa=Fxit FA=Prnmnt F9=Retrieve F1?=[anrel F1a=Infnarmatinn Assistant
F23=Set initial menu

- 20/013

Figure 13-2 Main menu
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2. Enter your user ID and a password as seen in Figure 13-3. This assumes that your
Security Officer already created a DST/SST user profile for you to use, and provided
adequate privileges to allow you to perform partition creation and management tasks.

For information about how to create DST user profiles, refer to the InfoCenter article on
Managing service tools user ID and passwords at the following Web address:

http://publib.boulder.ibm.com/infocenter/iseries/v5r3/ic2924/index.htm?info/rzamh/rzamhm
anagest

2a- Wva20 =)

Bl Edit View Communicabon Actions Windew Help

Start Service Tools [STRSST) Sign On

SYSTEM: Z2238P1
Type choice, press Enter.

Service tools user ID. . . . ADAYE
Service tools password .

Note: The password is case-sensitive.

F3=Exit F9=Change Password F1Z2=Cancel

a 0B/041

Figure 13-3 Start Service Tools sign-on screen
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3. From the Start Service Tools (SST) menu, select option 5. Work with system partitions
as seen in Figure 13-4.

/30 A- MY520 =) % |
Fle Edt Mew Communicaton Actiore Wndow Hep
System Service Tools [55T)
Select one of the following:
1. Start a service tool
2. Work with active service tools
d. Work with disk units
4. Work with diskette data recovery
L. Mork with system partitions
b, Work with system capacity
T. Hork with system security
8. Work with service tools user I0s and Devices
Selection
F3-Exit Fi0=Command entry FlZ=Cancel

21/007

Figure 13-4 System Service Tools (SST)

386  Logical Partitions on System i5




An informational message appears as shown in Figure 13-5. This message appears when
you enter the option to Work with System Partitions for the first time, or when you clear all
partition configuration data.

Note: If another session is currently using the Virtual Partition Manager, an error dialog
appears indicating that the tool is already in use.

BAws0 g@

Ak Edt Vew Communicabon Actions Window belp
LOGICAL PARTITIONING EMVIROMWMENT SUPPORTED
SYSTEM: Z22238P1
VIRTUAL PARTITIOW MANMAGER IS SUPPORTED. THE SYSTEWM IS IH A
STATE THAT DOES ALLOW THIS OPERATIHG SYSTEWM TO PARTITION THE
SERVER. REFER TO THE VIRTUAL PARTITION MANAGER DOCUMEMTATION
FOR MORE INFORMATION.

PRESS EMTER TO COWFIRM USIMG WIRTUAL PARTITION MAMAGER TO
PARTITION THE SERVER.

F3=EXIT  FLl2=CAMCEL

c 01/001

Figure 13-5 Initial informational display
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4. Press Enter at the message. The Logical Partition management tasks appear, as seen in
in Figure 13-6.

120 A- Mrs20 ok
Fle Edt Yew Commumiczton Arfions Window Help
Work with System Partitions
sustem: £2238P1
Attention: Incorrect use of this wtility can cause damage
to data in this system. 5ee service documentation.

Number of partitions . . . . . . . : 1
Partition manager release . i

Partition identifier . . . . . . . : 1
Partition name . . . . . . . . . . : 10-0066A =

select one of the following:

Display partition information
Work with partition status

Work with partition configuration
Recover configuration data

Create a new partition

e T R

Selection
J

F3=Exit F1Z=Cancel

21/00

Figure 13-6 Work with System Partitions

5. Select option 3. Work with partition configuration, as shown in Figure 13-6.

The objective of the next few steps is to ensure that we remove processing and memory
resources from the i5/0S partition so that we can create Linux partitions. It is important that
you complete the sizing exercise for your overall CPU and memory utilization for your i5/0S
workloads to account for removal of such resources. Also take into account the overheads
associated with micro-partition processor allocation. For more information, see the
Whitepaper on i5/0S LPAR performance on POWER4 and System i5 systems.

Note: Option 1: Display Partition Information is not enabled for Virtual Partition Manager.
Instead, use Option 2: Work with Partition Status, or use Option 3: Work with Partition
Configuration to manage logical partitions using Virtual Partition Manager.
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6. From the Work with Partition Configuration menu, select option 2. Change partition
configuration for your i5/0S instance as shown in Figure 13-7.

T o
Bl Edt View Commoniczton Acfions ‘Window Hep ]
WORK WITH PARTITION CONFIGURATION

SYSTEM:  Z2238P1
AVAILABLE PROCESSOR UNITS . . . . 2.6A
AYAILABLE MEMORY (MB) . . . . . . i
MEMDRY REGION SIZE (WB) . . . . . 3z
TYPE OPTLON, PRESS EMTER.
1=DISFLAY ?=CHANGE 9=DELETE
YIRTUAL
PARTITION -~ PROCESSOR- HEMORY ETHERNET 1D
OPT ID NAME TOTAL  UNITS UHCAP WEIGHT (B} ut L 2 3 4
2 1 18-05066A 2 .00 2 NONE 744 7?2 2?2 2 2 2
F3=EXIT F5=REFRESH F11=WORK WITH FARTITION STATUS  F12=CANCEL
13/003

Figure 13-7 Work with Partition Configuration
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With a new system, one i5/0OS partition will be defined and the Change Partition
Configuration display will show the defaults as shown in Figure 13-8. This is where we will
remove resources from your i5/0S instance so that additional Linux partitions can be created.

Ale Edt View Communicaton Actons Window Hep
CHANGE PARTITIOWN COWNFIGURATION
SYSTEW:  22238P1
TYPE CHAMGEZ, PREEE ENTER.
PARTITION IDEMTIFIER AMD NAME !ﬂ—ﬂﬂﬁﬁﬂ
NUMBER OF AVAILABLE SYSTEM PROCESSORS
NUMBER OF PARTITION PROCESSORS . .
MINIMUM / MAKIMUM NUMBER OF PROCESSORS .
USE SHARED PROCESEOR POOL
SIZE OF AVAILABLE MEMORY (®B) . . . . . . . :
SIZE DF PARTITION WMEMDRY (MB} . . «eoe o 1344
MINIMUM 7 MAXIMUM S1ZE OF MEMORY (HE] . . U 1EH / g19¥
ENABLE WORKLOAD MAMAGEMENT . . . . . 2 1=YES, Z=ND
VIRTUAL ETHERNET IDENTIFIERS (1= ?ES 2 Nﬂ]
1 2z 3 4
2 &2 2 2

{ .
1=YES, 2=N0

Glh_'l|'_‘|h_'ll‘\.'l e

F3=EXIT  F12=CAMCEL

05/057

Figure 13-8 Change Partition Configuration
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7. Make several changes here, based on the resources you want to set for the i5/0S
partition. You need to assign the CPU and memory allocation according to the planning
you completed with the Logical Partitioning Validation Tool (LVT). We examine all of the
changes step-by-step as highlighted in Figure 13-9.

|20 A - My520 Jok3
Fle Edt Wew Communication Achens WWindow Help .
CHANGE PARTITION COWFIGURATICN
SYSTEM:  22238P1
TYPE CHANGES, PRESS ENTER.

PARTITION IDENTIFIER AND MNAME . . . . . . . . 1 10-0066A

NUMBER OF AVAILABLE SYSTEM PROCESSORS 2

NUMBER OF PRARTITION FROCESSORS . . . i 2

WINIMUM / WAXIMUM NUMBER OF F'FII][:ESSI]RS . (1L /2

USE SHARED PROCESSOR POOL 1 1=YES, 2=ND
1 .88

1
A 1

SHARED PROCESSOR FOOL UMITS . . . -]
4]

5

6

WINTMUM / WAXIMUM FROCESSOR POOL UNITS . 0 .20/2 .00
UNCAPPED PROCESSING . . . . . 1 1=YES, 2=ND
UNCAPPED PROCESSING WEIGHT . 178 6, 64, 128, 255
SIZE OF AVAILABLE MEWORY (MB) N
SIZE OF PARTITION MEWORY (MB) . . . . . . . [T]areo
MINIMUM / MAXIMUM SIZE OF MEMORY (MB) . . . . _ 160 /} B192
ENABLE UORKLOAD MANAGEMENT . . . . . .. [8]2 1=vEs, 2=ND
'-!]HTUFIL ETHERNET IDENTIFIERS (1-YES, 2=H0)
2 3 4
1 r .

FI=EXIT  F12=CANCE
ENTER YALUE FOR SHARED PROCESS0R PODL UNITS

: - 21/010

Figure 13-9 Change Partition Configuration Options

» Minimum / Maximum Number of Processors: Here, you enter the value for the
minimum number of processors that you will need for your i5/0S environment, and the
maximum number of processors that will be available for i5/0OS. In our sample
environment, we had 2 processors and we left the maximum value at 2 — enabling i5/0S
to utilize all of the processors if the Linux partitions are not being used.

» Use Shared Processor Pool: The shared processor pool is a group of physical
processors that provide processing capacity that can be shared among multiple logical
partitions. The shared processor pool allows you to assign partial processors to a logical
partition. In our example, since we are going to create four additional Linux partitions, we
would not have sufficient resources to allocate a full processor for every partition. Another
advantage for changing the partition configuration to use the shared processor pool is that
the partition will have the capability to use processor resources unused by other partitions.

Note: When the current value of 2 is changed to 1, indicating that the shared processor
pool is desired, the system prompts for new shared processor pool values once the Enter
key is pressed.
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» Shared Processor Pool Units: Specifies the total number of processing units that will be

available to the partition after the resources are removed. In this example, the i5/0S
partition will be left with 100 processing units, or a full processor after we have removed
the CPU resources.

Minimum / Maximum Shared Processor Pool Units: A minimum of 0.10 processing
units is required for every full processor that may be utilized for the given partition. In our
example, since we have a maximum of 2 processors that the i5/0S partition can utilize,
the minimum value is therefore required to be set to 0.20 processing units with a
maximum of 200 processing units, or 2 processors.

Uncapped processing: By changing the value from 2= NO, to 1=YES, the partition may
utilize excess shared processor cycles. The quantity assigned is dependent on the setting
of the uncapped processing weight field that follows. If the value is 2=NO, then this
partition will not be assigned excess shared processor cycles and will be a capped
partition.

A capped partition indicates that the logical partition will never exceed its assigned
processing capacity. The capped mode could be used if you know that a software
application would never require more than a certain amount of processing power. Any
unused processing resources will be used only by the uncapped partitions in the shared
processor pool.

A partition using the uncapped mode indicates that the partition's assigned current
processing capacity can be exceeded, up to the partition's current virtual processor setting
when the shared processor pool has any unused processing power.

Note: Considering that Virtual Partition Manager does not support dynamic movement of
resources, you might want to define your partitions as uncapped partitions to automatically
assign unused processing units to a partition that needs the resources.

» Uncapped Processing Weight: With Virtual Partition Manager, since you can only

create 4 additional Linux partitions, this range is restricted to a set of predefined values:
0=None, 64=Low, 128=Medium and 255=High. By setting the uncapped weight (255
being the highest weight), any available unused capacity is distributed to contending
logical partitions in proportion to the established value of the uncapped weight. The default
uncapped weight value is 128. For example, if partition 2 had an uncapped weight of 64
and partition 3 had an uncapped weight of 255, partition 3 would get up to four times the
unused processing resources that partition 3 received. A value of zero will be required to
be set for partitions that are capped.
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» Size of Partition Memory: Linux partitions require a minimum of 128 megabytes. In this
example, the value indicates the amount of main storage that remains with i5/0S partition.
Make the new value multiples of the value set as the LMB size during your initial set up
using ASMI. For example, you cannot set a value of 6700 because it gives an error
message, like the one show in Figure 13-10. See the memory section, at the following
Web address, in eServer Information Center for additional details:

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/index.htm?info/iphat/iphatl
parmemory

Fle Edt ¥ew Communicaton Actiors Window Help
CHANGE PARTITION CONFIGURATION

SYSTEW:  Z2238P1
TYPE CHANGES, PRESS ENTER.

PRRTITION IDENTIFIER AND HAME 1 10-0066A

NUMBER OF AYATLABLE SYSTEW PROCESSORS 2

NUMBER OF PARTITION PROCESSORS . . 2 2

MIMIMUK 7 MAXIMURM WUMBER OF F'Rl]['.'ESSEIFIS . 1 483

USE SHARED PROGESSOR POOL . 1 1=YES, Z=NO
SHARED PROCESSOR POOL UNITS . . .o 1 ., oo
MINIMUM / MAXIMUM PROCESSOR POOL IJHITS @ g . 20/2 .04
UMCAPPED PROGESSING . . . .o 1 1=YES, Z=NO

UNCAPPED PROCESSING HEIEHT o 128 0, 64, 128, 245

SIZE OF AYAILABLE MEMORY (MB)

SIZE OF PARTITION WEMORY (MB) . . . . . . . . (§ie6)
WINIMUM / WAXIHOM SI7E OF WEMORY [Nﬁ] v e e £ B19z
ENABLE WORKLDAD WANAGERENT . . . . 2 L1=YES, Z2=ND
VIRTUAL ETHERKET IDEWMTIFIERS {1"'|"EE 2 HU]

1 2 3 1

2 ZAENE

| FA=EXIT  F12=CAHCEL
[SIZE OF HMEMORY EMTERED IS NOT YALLD. |

16/052

Figure 13-10 Change Partition Configuration Memory Error
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» Enable Workload Manager: The default value for Virtual Partition Manager is set to
2 = No, meaning that the partition is not allowed to use future workload management tool
within the partition to automatically adjust resource assignments, such as the IBM
Enterprise Workload Manager.

» Virtual Ethernet Identifiers: A value of 1 indicates you are enabling one of the virtual
Ethernet communications ports for inter-partition communications between Linux or i5/0S
partitions. In this example, we changed the value for one of the ports to 1, which will create
a virtual Ethernet adapter under i5/0S with a resource type of 268C and an associated
resource name that will be used during the set up of Ethernet line description.

8. Remove CPU and memory resources, enable the i5/0S partition to take advantage of
shared processor pool and uncapped processors, and enable a virtual Ethernet port for
inter-partition communications. Press Enter. The message screen shows in Figure 13-11.

1204 - My520 M=
He Eit Vien Cowmuncaion Acors Wrdow de |
CONFIRM CHANGED PARTITION

SYSTEM:  7723RP1
VERIFY INFORWATION, PRESS ENTER.

PARTITION IDEWNTIFIER AND WAME . . . . . . . @ 1 10-DB66EA
NUMBER DF PARTITION PROCESSORS . . . . . . . : 2
MINIMUM / MAXIMUM NUMBER OF PROCESSORS . . . : 1/ 2
USE SHARED PROCESSOR POOL . . . . . . . . . : VES
SHARED PROCESSOR PDOL UNITS . . . . . .. :  1.00
MINIMUM / MAXIMUM PROCESSDR POOL UNITS . . .  6.20 / 2.00
UKMCAPPED PROCESSIMG . . . . . . . . . . . @ ¥E&
UNCAPPED PROCESSTNG MEIGHT . . . . . . . @ MED
SIZE OF PARTITION MEMORY (MB) . . . . . . . : 6720
MINIMUM / MAXIMUM SIZE OF MEMORY (MB) . . . : 160 / 8192
ENABLE WORKLOAD MANAGEMENT .. ..t ND
VIRTUAL ETHERNET IDENTIFIERS (1=YES, 2=ND)
1 2 3 1
1 Z 2 Z
F12=CANCEL
el - 01/001

Figure 13-11 Confirm Changed Partition
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9. Press Enter again on the Confirm Changed Partition screen, which will complete the
changes required on the i5/0S partition (Figure 13-12).

‘2 A - Wy320 ks
File Edit iew Communicmbon Actiors Wndee Help ]
WORK WITH PARTITION CONFIGURATION

SYSTEM: Z2238P1

AVAILABLE PROCESSOR UMITS . . . . : 1.00
AVAILABLE MEMORY (MB) . . . . . . : 1024
MEMORY REGIOM SIZE (MB) . . . . . : 32

TYPE OPTION, PRESS ENTER.
1=DISPLAY Z=CHANGE 9=DELETE

VIRTUAL
PARTITION FROCESS0R HEMORY ETHERNET 1D
OPT ID HAME TOTAL  UWITE UNCAP  WEIGHT (MB) UW 1 2 3 4
| 1 18-0666A 2 1.00 1 MED 6720 2 1 2 2 2 «

< TNDICATES PARTITION TPL WAY HE RENUIRED.

F3=EXIT  F5-REFRESH F10=DISPLAY CHANGE STATUS
F11=UORK WITH PARTITIOM STATUS  F1Z=CANCEL
FARTITION 1 CHANGE WAS SUCCESSFUL.

f 4 13/003

Figure 13-12 Partition Change Successful

Notice that the changes made to i5/0S resources requires an IPL of the system, as indicated
by the “<” in Figure 13-12. There is no need to perform this task at present, you can perform
the IPL once you define all of the Linux partitions.

Also notice that changes to memory allocation in i5/0S partition are not immediate.

10..Use option 1 against the new partition you created, and then function F9 to toggle
between CURRENT and PENDING values. You will see that the memory is gradually
removed from the owning partition. When you remove large amounts of main storage from
the owning partition, the removal may take a considerable time.

Note: Notice that memory is released quicker if you define your partitions when the system
is in a restricted state through DST.
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11.Figure 13-13 shows the available CPU and memory resources for creating new partitions.
In the next section, we use these resources to define new Linux partitions.

I 1 -
FA- 520 = %]
Fle Edt Wew Communicabon Actiore Wndow Help

UORK WITH PARTITION CONFIGURATION
SYSTEM: £2238P1

AVAILABLE PROCESSOR UNWITS . . . . : 1.00
AVAILABLE MEMORY (MB] . . . . . . :_1024
MEMORY REGION SIZE (mB) . . . . . : 32

* Avallable resources

TYPE OPTION, PRESS ENTER. for Linux Partitions
1=DISFLAY 2=CHANGE 9=DELETE

VIRTUAL
PHRI LT LUN FRULES SR MEMURY ETHERNET 1D
OPT ID NAKE TOTAL  UNITS UNCAP UEIGHT (MB) WLW 1 2 3 4
I L 16-0600A 2 1.06 1 MED oro1 2 L2 & i

FI=CXIT  FS=RCFRESH  F1i1=WORK WITH MARTITION STATUS  Fi2=CANCEL

13/000

Figure 13-13 Available Resources for Creating New Partitions

12.You are now ready to create Linux partitions using Virtual Partition Manager, and the
resources that have been removed from i5/0S partition. Even tough the Work with System
Partitions display shows that you may require a System IPL, you should wait until all of the
new Linux partitions are defined. The next chapter looks at step by step instructions on
how to define a Linux partition using Virtual Partition Manager.

13.4.2 Understanding virtual I/O slots and requirements for IPLs

396

When defining Linux partitions using Virtual Partition Manager, you must think in terms of
setting up a brand new server — except that it does not have its own hardware. However the
requirement still remains. Resources such as memory, CPU, serial SCSI, Ethernet LAN, and
serial client adapter are just some of the resources you need on your computer. In the case of
eServer i5, the partition hypervisor virtualizes all of these resources through enabling virtual
I/O slots.

Depending on the number of Linux partitions you define and on the number of virtual 1/O slots
you enable (such as virtual SCSI, virtual Ethernet LANSs), you may or may not notice that an
IPL is required.

By default, the i5/0S partition is enabled with 8 virtual I/O slots. Internally, two of these virtual
slots are taken up by virtual serial, and one for virtual management device. This leaves five
free slots. When you create a partition, it takes up to 2 virtual I/O in the i5/0OS partition: one for
the virtual SCSI server adapter, and one for the virtual serial client adapter. When you add
the i5/08S partition to a virtual Ethernet LAN, it uses one additional virtual slot.
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When you exceed the allocation of five virtual I/O slots, the partition hypervisor sends a
command to allocate more virtual I/O slots. At this point, it just gets everything it will ever
need. Therefore, once you go beyond the eight available virtual I/O slots, the system sets
itself up to use all of the available virtual I/O slots and enables them during the next IPL.
Hence, notice that when you define more than one Linux partition — and enable a couple of
virtual Ethernet LANs — the Partition Configuration Screen shows you that you need to IPL
your system to implement the changes.

Note that once you get all of the allocations you need, even if you remove the LPARs or
delete them, the system does not reset the virtual 1/0 slot count.

In summary, notice that during Linux partition creation, you need an IPL of the system to
activate the changes in virtual I/O slots. This is only required once, and its best to perform it
during the initial set up of your LPARs.

13.5 Creating Linux partitions using Virtual Partition Manager

This chapter provides step by step instructions for creating a Linux partition on eServer i5
system using the Virtual Partition Manager, after you have removed resources from the i5/0S
partition.

13.5.1 Defining new Linux partitions

1. From the Work with System Partitions display, take option 5. Create a new partition
as shown in Figure 13-14.

30 A- NY520 o3
Ble Edt View Commumicztion Arfions Window Help .
Work with System Partitions

system: £2238P1
Attention: Incorrect use of this wtility can cause damage
to data in this system. See service documentation.

Humber of partitions . . . . . .. : 1
Partition manager release . :

Partition identifier . . . . . . . : 1
Partition name . . . . . . . . . . : 10-00BOA =

Select one of the following:

Display partition information
Work with partition status

Work with partition configuration
Recover configuration data
Create a new partition

|5 gl o B

Selection

F3-Exit F10=IPL sustem to activate changes Fl2=Cancel
aystem IFL way be required tn actiwate changes.

: 21/067

Figure 13-14 Work with System Partitions
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2. Assign the values for creating the new Linux partition as per your Logical Partitioning

Validation Tool (LVT) output, as shown in Figure 13-15. A brief explanation of each of the
value is also provided here:

— Partition Identifier and Name: Enter the partition name for your Linux partition. You
can also change the partition identifier should you choose to. In this example, the
default given (next partition identifier number) by the system is selected.

— Number of Partition Processors: If you are defining a Linux partition with dedicated
processors, then enter the value of the processors that will be dedicated to that
partition. For partitions utilizing shared processor pool, you can enter the value of the
number of virtual processors that you plan to utilize in your applications. This value will
also affect how you set up your Min/Max number of processors, and also how you set
up your Min/Max shared processor pool units later. For example, if you set a value of 4,
then the maximum number of processors in the next field (as shown in 3 below) should
also be set to 4. Also, you will need at least 0.40 processing units specified in step 4.

— Minimum / Maximum number of Processors: Enter the value for minimum number
of processors that you will need for your Linux environment, and the maximum number
of processors that will be available for Linux.

— Shared Processor Pool Units: Assuming that you are going to use shared processor
pool, you now need to specify the total number of processing units that will be available
to the partition during start up. In our example, since we are going to create four
additional Linux partitions, we would not have sufficient resources to allocate a full
processor for every partition to be set up as having a dedicated CPU.

File Edit Vimw Communication Achons Window Help
CHREATE WEW PARTITION

SYSTEM:  22238P1
COMPLETE ELANKS, PRESS ENTER.
PARTITION IDENTIFIER AND MAME . . . . . . . . 2 Llinuxl [T}
NUMEER DF AVAILABLE SYSTEM PROCESSORS . . . : 1
NUMHER OF PARTITIOM PROCESSORS . . . . . . . 'l
HINIMUM / WAXINMUW NUWBER OF PROCESSORS . 311 71
USE SHARED PROCESSOR POOL . . . . . . . . . . 1 1=YES, 2=HD
SHORED PROCESSOR POOL UNITS . . . .o 1
MINIMUM / MAXTMUM PROGESSOR PODL UNITS . . Blo_ . 10 /1 . 00
UNCAPPED PROCESSING . . . . . . .. . 1 1=YES, 2=ND
UNCAPPED PROCESSING WEIGHT . . . . . . . . 128 @, 64, 178, 255
=17FE OF AVAILAHLE MEMORY [MB] T 11 Vo |
SIZE OF PARTITION WEMORY (mB) . . . . . . . B]256
MINIMUM / WAXIMUW SIZE OF WEWMORY (W) . . . (11178 / 512
ENABLE WORKLOAD MENAGEMENT . . . . .. 2 1=YES, 2=ND
YIRTUAL ETHERNET TDENTIFTERS (1=YES, 2=HD)
1 2 3 1
M1 2 2 2
F3=EXIT  F12=CANCEL

' . g1/001

Figure 13-15 Create New Partition
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— Minimum / Maximum Shared Processor Pool Units: A minimum of 0.10 processing
units is required for every full processor that may be utilized for the given partition.
Assign the values appropriately based on the range you want your partitions to utilize
unused processing cycles.

— Uncapped processing: You have the option to have your Linux partition shared
capped, or shared uncapped. See the shared processor section in the IBM Information
Center for more information about capped and uncapped processors.

http://www-1.ibm.com/servers/eserver/iseries/perfmgmt/pdf/1parperf.pdf

By default, an uncapped processing weight of 128 (medium) is assigned. A value of
255 indicates that the partition has a higher priority to utilize idle CPU cycles compared
to a partition with 128 (medium) or 64 (low). For example, if partition 3 had an
uncapped weight of 64 and partition 4 had an uncapped weight of 255, partition 4 gets
up to four times the unused processing resources that partition 3 received. A value of
zero is required to be set for partitions that are capped.

Note: Considering that Virtual Partition Manager does not support dynamic movement of
resources, you might want to define your partitions as uncapped partitions to automatically
assign unused processing units to a partition that needs the resources.

— Size of Partition Memory: The minimum memory requirement for Linux partition is
128 megabytes. At the following Web address, see the memory section in IBM eServer
Information Center for additional details.

http://publib.boulder.ibm.com/infocenter/eserver/vir2s/en_US/index.htm?info/iphat/ip
hatlparmemory

Set the appropriate values based on your planning done with Logical Partitioning
Validation Tool (LVT).

— Virtual Ethernet identifiers: A value of 1 indicates you are enabling one of the virtual
Ethernet communications ports for inter-partition communications between Linux or
i5/08 partitions. You can select up to 4 virtual Ethernet communications links.
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3. Once these values are set, you will get a confirmation display as shown below in

Figure 13-16. Press Enter, and you will be returned back to the Work with System
Partitions display. You can repeat the above steps to define another Linux partition, if
necessary.

Ale Edt view Communicaton Actons Window Help
CONFIRM HEU PARTITION

SYSTEM:  Z2238P1
VERIFY INFORMATION, PRESS ENTER.

PARTITION IDENTIFIER AWD WAME . . . . . . . : 2 LIMUXL
MUMBER OF PARTITIOM PROCESSORS . . . . . 1
MINIMUM / MAXIMUM WUMBER OF PROCESSORS . 1 /1
WSE SHARED FROCESSOR POOL . . YES
SHARED PROCESSOR POOL UHITS . 0.10
MINIMUM # MHALMUR PRULCESSUR PUUL URLIS . . g.19 / 1.86
UNCAFFED PROCESSING . . . . . . . . . . . : XES
UNCAPFED PROCESSING WEIGHT . . . . . . . : HED
SIZE OF PARTITION MEWORY (WB) . . . . . . . : 266
MINIMUM / WMAXIMUM SIZE OF WMEMORY (MB) . . . : 128 4 B1Z
ENARLE WORKLOAD MAMAGEMENT B ©OND
VIRTUAL ETHERWET IDENTIFIERS (1=YES, 2=HD])
1 2 3 14
1 2 &2
F12=-CANCEL

01/001

Figure 13-16 Confirm New Partition
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4. Once you have defined all of your partitions, you can view them using Option 3 from Work
with System Partitions as shown below in Figure 13-17. In this example, Linux4 was
defined as a capped processor partition.

30 A- Wys20 =k
Fl= Edt Wiew Comminicetion Actions Window Help ]
WORK WITH PARTITION CONFIGURATIOW

SYSTENM: £2238P1

AVAILABLE PROCESSOR UNITS . . . . 0.30
AVATLABLE MEMORY (MB) . . . . . . . 9f
MEMDRY REGION SIZF (MB) . . . . . . 32

TYPE OPTLION, PRESS ENTER.
1=DISFLAY 2=CHANGE 9=DELETE

YIRTUAL
PARTLTION -——------PROCESSOR------ MEMORY ETHERHET 1D

DPT ID NAME TOTAL ~ UNITS UNCAP WEIGHT (KB) ULW 1 2 3 4

B 1| 18-0066A 2 1.60 1  MED 6726 2 1 2 2 2 <
_ 2 LINUK1 1 6.10 1 MED gER 0 | S

_ 3 LINUK? 1 0.200 1  HED 756 2 1 2 2 2

_ 4 LINUX3 1 6.20 MED 256 2 1 2 2 2

_ 5 LINUX4 2 0.20 126 2 1 2 2 2

“"H..
Capped Partition

< INDICATES PARTITIOW IFL WMAY BE REQUIRED.
FA=EXIT  F5-REFRESH F10=DISPLAY CHANGE STATUS

F11=WORK WITH PARTITION STATUS  F12=CANCEL

13/003

Figure 13-17 View of All new Partitions Defined
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5. 5. You can either update the partitions to change any resource configurations, or delete
them and recreate them. Keep in mind that you can only change or delete one partition at
a time. If you wanted to start all over again and clean up all of the configuration
information, you can use the option to Clear Partition Configuration Data as discussed in
the “Recover configuration data” on page 403 section.

6. Exit out of the Work with Partition Configuration display to return back to the Work with
System Partitions. You can now start the system IPL to finish the updates required to the
hypervisor for enabling the new Linux partitions.

7. Select the F10 function key as shown in Figure 13-18.

!'!ﬂ‘t-“\rﬁzﬂ s z@

Fle Edt Vew Communcabon Actiors Window Help
Work with System Partitions
System:  Z227308P1
Attention: Incorrect use of this utility can cause damage
to data in this sustem. %See service documentation.

Number of partitions . . . . . . . : &
Partition manager release . :

Partition identifier . . . . . . . : 1
Partition name . . . . . . . . . . : 10-0006A =

select one of the following:

Display partition information
Work with partition status

Work with partition configuration
Recover configuration data
Create a new partition

N L L3 M) —

selection

F3=Exit ‘ F10=IPL system 1o activate changes ‘ F12=Cancel
System IPL may be reguired to activate changes.

' a 21./007

Figure 13-18 Ready to IPL from Work with System Partitions
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Recover configuration data

If for some reason you want to restart from the very beginning by deleting all of the partitions,
you may want to do so by taking option 5 from the Work with System Partitions display, and
then selecting option 7. Clear configuration data, as shown here in Figure 13-19.

N _Jokd
Al Edt Vew Commuricabon Actiors Window Help .
Recover Configuration Data

System: Z2Z38P1
Select one of the following:
1. Recover primary partition configuration data
2. Update configuration data
J. Clear non-configured disk unit configuration data
A, Clear non-reporting logical partitioning resources
5. Bccept load source disk unit
b. Copy contiguration data to nther side
T. Clear configuration data
Selection
F3-Exit FlZ=Cancel

21/007

Figure 13-19 Clear configuration data

Take care when taking this option, as it completely removes all Linux partition configurations.
You also need to take this action when migrating from Virtual Partition Manager to HMC
managed Linux partitions.
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Migration considerations when moving to HMC

The following steps outline some of the planning considerations for migrating off of the Virtual
Partition Manager to HMC managed Linux partitions. Please note that you cannot save and
restore partition configuration data; instead, you must create them in their entirety. However,
you do not need to recreate your data saved in Linux partitions through the Network Server
Storage Space. Point to the same virtual SCSI and virtual I/O resources when partitions are
defined through HMC:

1. Power off all of the Linux partitions.
2. Start SST or DST, and select the option to Work with system partitions.

If you do not already have your LVT prints, you may want to take note of the resource
allocations you have for each of your Linux partitions such as CPU, memory, Min/Max
values, number of virtual Ethernet LANs, and the eWLM settings. Keep in mind that you
cannot print the configuration data through any report from the Virtual Partition Manager
displays.

3. Clear the Linux partition configurations using option 4 from the Work with System
Partitions display. The Recovery Partition Configuration screen appears.

Select option 7. Clear partition configuration data.
IPL your server after clearing the partition configuration data.
Connect HMC to your server.

N o o A

Create a new profile for the Linux partition that contains the physical 1/0, memory, and
processors desired.

8. Perform the following actions for each Linux partition:
— Create a Virtual SCSI Server adapter in the i5/0S partition.

— Create a Virtual Serial client adapter in the i5/0S patrtition that points to the Virtual
serial Server in the Linux partition in slot 0.

— Create a new partition for Linux. You want to place the Virtual SCSI Client adapter in
Virtual slot 2 because data in the NWSD points to this location.

— Create any Virtual Ethernet devices you had in the Linux partition.
— Make the Linux partition's power controlling partition to be the i5/0S partition.

— Power on and Power off the Linux partitions. This drives the configuration down to the
hypervisor.

9. Vary on the NWSD in the i5/0S partition.

13.6 Establishing network connectivity for Linux partitions

404

This chapter provides the steps for configuring support in the i5/0S partition for exposing the
virtual LAN connections of the Linux partitions to an external network via a physical network
connection in the i5/0S partition.

Note: There are multiple ways to configure virtual network access to a physical network
including Proxy ARP, Network Address Translation, and Static Routing via a Linux
partition. This document only presents setup instructions for the Proxy ARP method.

One method you can use for bridging virtual network connections to an external network is
through the use of Proxy ARP. With Proxy ARP, the physical network adapter of the i5/0S
partition responds to all network requests within a defined range and then routes those
addresses to the virtual LAN segment.
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There are a number of steps that you must complete for a Proxy ARP configuration, which
include the following actions:

» Define a virtual LAN segment that places all of the Linux partitions and the i5/0S partition
on the same virtual LAN. Complete this through the LPAR definition (discussed earlier).

» Create an Ethernet Line Descriptor for the virtual LAN adapter defined for the i5/0S
partition.

» Create a TCP/IP interface for the virtual LAN adapter defined for the i5/0S partition.
This TCP/IP interface is “associated” with the TCP/IP interface of the physical adapter
allocated to the i5/0S partition.

» Define network parameters in the Linux partition(s) including IP Address, subnet mask,
and gateway (which is the address of the i5/0S partition on the virtual LAN).

13.6.1 Defining i5/0S components that support Proxy ARP

Following are the detailed steps for defining the i5/0S components that support Proxy ARP:

1. Display the communication resources in the i5/0S partition (WRKHDWRSC *CMN) to
determine the resource that was created for the virtual network adapter in the i5/0S
partition.

The communication resource used for the virtual LAN connection is of a type 268C,
enabled and found when you use the WRKHDWRSC *CMN command, as shown in

Figure 13-20. The corresponding resource name (CMNxx) is used in the Ethernet Line
Descriptor.

208 - wysn =]
Fle Edit View Communication Actiors  Window Help
(B s 2| B | (% 22 8] @2
Work with Communication Resources
System: 22238P1
Type options, press Enter.
S5=Work with configuration descriptions 7=Display resource detail

Opt Resource Type Status Text
! CHEOL 2844 Operational Combined function IOP
A LIND4 2793 Operational Comm Adapter
CHMNOD4 2793 Operational Comm Port
_ CHNBS 2793 Operational ¥.24 Port
LINDZ 2649 Operational LAN Adapter
. CHNO3 2849 Operational Ethernet Port
CMBOZ 268BC Operational Combined function IOP
LIND1 6BO3 Operational Comm Adapter
CMNOL1 GBO3 Operational Comm Port
LIND2 GBO3 Operational Comm Adapter
y CHND2 G6BO3 Operational Comm Port
CTLO3 GB20 Operational Comm Adapter
LIND7? 268C  Operational LAN Adapter

: I CHNDS QBBCI Operational Ethernet Port
- Not detected LAN Adapter

More. ..
F3=Exit F5=Refresh FE=Print F12=Cancel

07/00

| 1502 - Secmon suczessfly started

Figure 13-20 Work with Hardware Resources
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2. Use the CRTLINETH command to create the Ethernet line descriptor. See Figure 13-21.

e wvsao mE]
Fie Edt Wew Communicxtion Actiors ‘Window Help
B BiE 2% Bim| w8 bl 2L &l el
Create Line Desc [(Ethernet) [(CRTLIMETH) I
Type cholices, press Enter.
Line ﬂESCf‘lpthh o : UE 1 E | HU1 Name
Resource name . . . . . . ] CHMNOS Name, *NWID, *NWSD
Online at IPL . . . . . . . *YES =YES, =NO
Vary on wait . 5 o *NOWAIT «NOWAIT, 15-1B0 seconds
Hitached nwL . . . . . . . : ANUNE Name, #NUNE
NWI type . . . . . . ] =FR =FR
DLC identifier . a a o ANONE 1-1018, =«NONE
MNetwork server description:
*NONE Name, *NONE
Fort number 0 0 0 O o 1-2, aVYRTETHFTF, =VYRTETHO...
Associated port resource name *NONE Name, *MONE
Local adapter address . . . *ADPT 020000000000-FEFFFFFFFFFF . . .
Exchange ldentiflier *S5Y SGEN 05600000-058FFFFF, =3SYSGEN
Ethernet standard =ALL =ETHY2, =IEEEB023, =ALL
Line speed . . . . « « « & , *AUTO 10M, 100K, 1G, =AUTO
Duplex . . . . . « . : *AUTO wHALF, =*FULL, #=AUTO
More. ..
F3-Exil Fd=Prumpl FS-Refresh  Fl2-Cancel Fl3-Huw Lu use Lhis display
F24-Hore keys
Paramater LIND reguired. 4

Figure 13-21 Create Ethernet Line Description

— Line Description: Enter the name for the Ethernet line description. For virtual
Ethernets it is a common practice to start the name with ‘VRT’ and include the virtual
Ethernet number in the name. As an example, if you are creating the line descriptor for
the 1st virtual Ethernet, a common name to use would be ‘VRTETHO1’.

— Resource Name: The resource name is the name of the communication resource for
the virtual network connection on the virtual LAN. This is the resource that was
identified earlier with the WRKHDWRSC *CMN command.

Logical Partitions on System i5



3. Once the Ethernet line descriptor is created, it needs to be varied on. You can accomplish
this with the Work with Line Descriptors (WRKLND) command as seen in Figure 13-22.

lﬁﬁﬁ-hﬁiﬂ' .................................. G
Fie Edf View Communicaton Actors Yindow Heb
| A BlE - % 2 & a2
Work with Configuration Status 22238P1
04/21/05 10:12:45

Pogition te . . . . . Starting characters

Type options, press Enter,
1=Vary on 2=Vary off 5=Work with job 8=lork with description
9=Display mode status 13=Work with APPN status...

Opt Description Status 0 me=mmmsmsmmseeaa et s — — Rl
__ ETHLINCS ACTIVE
_ ETHLINET ACTIVE

ETHLITCP ACTIVE QTCPIP aQTCcR 001713
__ QESLINE YARIED OFF
__ QTILINE YARIED OFF
;! YRTETHO1 VARIED OFF

Vary on the Line
Descriptor Bottom

Parameters or command
===

F3=Exit F4=Prompt Fi2=Cancel F23=More options FZ24=More keys

15!’503
o [150z - Seswon successhuly started | v

Figure 13-22 Work with Configuration Status

4. Create the TCP/IP interface for the i5/0S network adapter for the virtual LAN. To create
the TCP/IP interface, type the command ADDTCPIFC (Add TCP/IP Interface) as seen in
Figure 13-23.
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afle- mysz0 L&

Fle Edit View Communicaton Actions Window Help

B D@ %) BE) o W 2 & el

Add TCR/IF Interface (ADDTCPIFC]

Type choices, press Enter,

Internet address | . v . . .[1]'e.5.110 49
Line description . . . . . . . [?| VRTETHO1 Name, *LOOPBACK. ..
Subnet mask 30 00000 E '2E5, 255 255, 240°
Associated local interface . . .[q] 'g,5,110.46'1
Type of service . . . . . . . . =NORMAL *MINDELAY, =MAXTHRPUT...
Maximum transmission uni 00 o x| IND 576-16288, =LIND
Autestart . . . . . . . . . . *YES *YES, =NO
PYC logical channel identifier - 001-FFF
+ for more values -
X.25 idle circult timeout . . . B0 1-600
X.25 maximum wvirtual circuits . B4 0-64
X.25 DDN interface . . . . . . . END =YES, =ND
TRLAM bit sequencing . . . . . . £MSEB *MSB, =LSB

Bottom
F3=Exit F4=Prompt F&=Refresh Fl2=Cancel F13=Hun to use this display
F24=More keys

Figure 13-23 Add TCP/IP interface

— Internet Address: Type the address of the network interface for the i5/0S partition on
the virtual LAN.

Note: This is the address that Linux partitions use as their gateway (or route) to the
external network.

— Line description: The line description is the name of the Ethernet line descriptor
(defined earlier) for the network adapter on the virtual LAN.

— Subnet Mask: The subnet mask defines the size of the network to which the interface
is being. For virtual LAN, the subnet mask, along with the address of the interface
determine the range of addresses for which are proxies.

— Associated local interface: The associated local interface is the address of the
TCP/IP interface for the real (physical) network adapter in the i5/0S partition. The
associated local interface routes traffic between the external (physical) network and
the virtual network.

Note: Setting up of a Proxy ARP environment requires that you define a set of addresses
that meet a number of specific rules including starting and ending boundaries as well as
network size. Use a subnet calculator to help define the network range.

5. Once the TCP/IP interface is created, start it. You can start the interface through the
Configure TCP/IP (CFGTCP) command. After you specify the command, select option 1 to
Work with TCP/IP Interfaces, and then select option 9 to start the newly defined interface
as seen in Figure 13-24.
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Work with TCP/IP Interfaces
System: 22238P1

Type options, press Enter.

1=Add 2=Change  4=Remove 5=Display 9=5tart 10=End

Internet Subnet Line Line
Opt Address Mask Description Type
__ 9.5.110.48 255,255 255,128 ETHLINCS *ELAN
;’_ 9.5, 110.49 255, 255,255,240 VRTETHO1 *ELAN
_ 127001 255,0,0.0 #LOOPBACK *NONE

Figure 13-24 Start TCP/IP interface

6. Proxy ARP requires that TCP/IP packets flow between two network interfaces (the virtual
and real/physical interface). This requires that “IP datagram forwarding” be enabled. Enter
the command CHGTCPA (Change TCP/IP Attributes), and change the value of IP datagram
forwarding to *YES as seen in Figure 13-25.

|o0e - wyswo Qlﬁl
Fi= Ecit Vew Communcaton Achors Window Hep
B P A% B e s 2 o) ele
Change TCP/IP Attributes [(CHGTCPA)
Tuype choices, press Enter.
TCP keep alive . - 120 - 1-40320, =SAME, =DFT
TCP urgent peinter . . . . . . . *B5SD *SAME, =B850, *RFC
TCP receive buffer size 8192 512-8388608, »SAME, =DFT
TCP send buffer size . . 8192 512-8388608, *SAME, =DFT
TCF Rl retransmission count 3 1-15, =*=3AME, =*DFT
TCP R2 retransmission count 16 2-16, =58AME, =DFT
TCP minimum retransmit time 250 100-1000, =SAME, =DFT
TCP closed timewait timeout 120 0-14400, =*SAME, =DFT
TCP close connection message . *THRESHOLD *SAME, *THRESHOLD, =ALL...
UDP checksum . . ®YES *3AME, =*YES, =NO
Path MTU discovery:
Enablement |, e et *YES *SAME, *0DFT, *NO, *YES
Interval . . . . . . . . . . . 10 5-40320, =0NCE
IP datagram forwarding . . . . . *ZAME, *YES, *NO
source routing . . . . . . . X *SAME, *YES, *NO
IF reassembly time-out . 10 ! 5-120, =5AME, =DFT
More, . .
Fa=Exit Fd=Prompt FE=Refresh F1B=Hddltlnﬁgl parameters Fl2=Cancel
F13=How to use this display F2d=More keys

" 1502 - Sesskon succesafully started

Figure 13-25 Change TCP/IP attributes

Note: After you enable datagram forwarding, ping the address of the i5/0S TCP/IP
interface on the virtual LAN. If the interface responds, then the set up of Proxy ARP is
complete and is ready for use by the Linux partitions.
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13.7 Setting up i5/0S virtual I/O resources for Linux partitions

There are three components you need create in i5/0S to support Linux partitions with hosted
resources. This chapter provides instructions for defining the Network Server Descriptor and
Network Storage Space.

13.7.1 Network Server Descriptor

The Network Server Descriptor defines a number of parameters for the Linux environment
including startup location as well as startup parameters.
Use the following steps to define the Network Server Descriptor:

1. Start the Create Network Server Descriptor using the CRTNWSD command as seen in
Figure 13-26.

<

Tal

[afe- w520 =
Fil= Edt wiew Commuonicaton Actors Window  Help

B DD 2% BE| 5 bt 22 6 e

Create Network Server Desc [(CRTNWSD)

Type choices, press Enter.

Metwork server description . . .[1] RHEL4 Name

Resource name . . . . . . . . .ﬂﬂ =AUTO Name, =MONE, =AUTO

Network server type . . . . . . *GUEST =L TNDOWSNT, =GUEST

Online at IPL . . . . . . . . . =*YES *YES, *NO

Yary on wait . . . . . . . . .. *NOWAIT *NOWARIT, 1-15 minutes

Shutdown timecut . . . . . . . . 15 2-45 minutes

Partition . . . . . . . . . . .[2| RHEL4

Partition number . . . . . . . . xNONE Number, *MNONE

Code page . . . . . . . . . . . [5] 437 *NGVER, <37, 850, 852, B857...

Server message queue , . ., . . QJUBLDG Name, *JOBLOG, =NONE
Library . . . « « « « 4 . Name, *LIBL, =CURLIB

More...
F3=Exit Fa=Prompt FE=Refresh Fl2=Cancel Fl3=How to use this display
F2d4=More keys

q b 15/03
! 1502 - Se=ssion successfully starbed s

Figure 13-26 Create network server descriptor
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— Network server description: This is the user-defined name for the Network Server.

— Resource name: The Resource name indicates the Virtual SCSI server adapter that
provides virtual 1/O resources (virtual disk [NWSSTG], virtual CD/DVD, virtual tape) to
the Linux partition that has the corresponding Virtual SCSI client adapter. *AUTO
indicates that the system determines the resource name of the first (and in this case
the only) Virtual SCSI server adapter for the partition.

— Network server type: For Linux partitions, the Network server type is always set to
*GUEST.

— Partition: Partition is the name of the partition created with the Virtual Partition
Manager via SST.

— Code page: For Linux partitions the code page is always set to 437.
Note: The Code page defined in the Network Server Descriptor has no relationship to the

Language support provided by Linux. The Code Page defined here is used for internal
communications between the Hypervisor and the Logical Partition.

2. After you complete the first page of parameters, press the <PgDn> key twice to display the
last page of parameters as seen in Figure 13-27.

[206 - wys20 A= =]
Fie St Umn Conmuoeaiee S Gt
B B | Bl mi| %] Y| & @l
Create Network Server Desc [CRTNWSD)

Type choices, press Enter,

TCP/IP local domain name . . . . ®5Y5

TCP/IP name server system . . | ®5Y5

+ for more values
Restricted device resources . . =NONE Mame, =MWOMNE, =ALL...
+ for more values

Synchronize date and time . . | *TYRE *TYPE, =*¥YES, =NO

IFL source . . . . . . . . . . .|[1 =5TMF *NWSSTG, =PAMEL, =STHMF, A...

IPL stream file e e e |2 Y ooptsSU90. 001/ install’”

IPL parameters . . . . . . . . .[3] vnc=1"}

Power control . . . . . . . . .E:tYES #YES, =NO

Authority . . « . « « « « « #CHANGE Name, #*CHANGE, =*ALL, *USE...

More. ..

F3a=Exit Fé=Prompt F5=Refresh F12=Cancel F13=How to use this display

F24=More keys N

MR 17/044
R

Figure 13-27 Network Server Descriptor
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— IPL source: The IPL source indicates where to look for the initial boot file. A
*NWSSTG setting indicates that the initial boot file is in the bootable disk partition of
the first disk linked to the Network Server Descriptor. A *STMF setting indicates that
the initial boot file is a stream file located in the IFS. When the setting is *STMF the
path indicated by 2 is used.

Note: The installation of Linux is typically performed with IPL Source set to *STMF.
Post-installation changes the setting to *NWSSTG to boot off of the Linux kernel written to
the virtual disk by the installation program.

— IPL stream file: The IPL stream file is used when 1 is set to *STMF. The path indicates
the path to the initial boot file.

Note: The initial boot file for an installation of Linux is indicated in the documentation
provided with the distribution

— IPL parameters: The IPL parameters field defines parameters that are sent directly to
the Linux kernel. The IPL parameters are defined in the Linux-distributor
documentation.

Note: Both Novell / SUSE SLES 9 and Red Hat RHEL 4 support graphic-based
installations. The IPL parameters field can be used to indicate that a graphical-based
installation is requested.

Note: The parameters defined in IPL parameters are sent directly to the Linux operating
system; therefore, you must enter them exactly as specified in the Linux documentation
including upper/lower case.

3. After you complete the fields, press Enter to create the Network Server Descriptor.

13.7.2 Network Server Storage Space

412

The Network Server Storage Space (NWSSTG), also referred to as virtual disk, provides the
disk resource to the Linux partition. The Network Storage Space is an object within the
Integrated File System (IFS) that is abstracted to the Linux partition such that it appears, and
is used, as an actual disk drive.
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Use the following steps to create the Network Server Storage Space:

1. Type the Create Network Server Storage Space command, CRTNWSSTG, which creates
the Network Server Storage Space. Entering the command displays Figure 13-28.

ae- mys2o =1

Fie Edf Wew Communication Actions Window Heb

B @ A% E(m = b 2 5 el

Create NWS Storage Space (CRTNWSSTG)

Type choices, press Enter,

Metuork server storage space . .[1] RHEL4 Name
Size . . . . .. .00 .[i]4ﬂ98 =CALC, 1-1024000 megabytes
From storage space . . . . . . . *NONE Name, =NONE
Format . . . . . . . . . . .. . =0PEN =NTFS, =FAT, =FAT32, =0PEN...
Auxiliary storage peel ID . . . 1 1-285
ASP device . . . . . . . . . .. Name
Text 'description’ . . . . . . . HBLANK
k;

Bottom
F3=Exit F4=Frompt F5=Refresh Fl2=Cancel Fl3=How to use this display
F24=Hore keys

! (1502 - Secalon auccesahuly started

Figure 13-28 Create Server Storage Space

— Network server storage space: The Network server storage space is a user-defined
name given to the network server storage space.

— Size: The size field indicates the size (in megabytes) for the virtual disk. The size can
be anywhere from 1megabyte to 1 terabyte. For a Linux installation, the installer uses
the size of the virtual disk to determine the default package selection.

Note: For both Novell / SUSE SLES 9 and RedHat RHEL 4, a size of 4 GB (4096) supports
a default package selection (during installation) that installs the most common
open-source applications, including SAMBA, for file serving and Apace for Web Serving.

— Format: For Linux partitions, set the format to *OPEN. During the Linux installation,
the “disk” represented by the virtual disk is formatted to have the number of disk
partitions that installation requires.

2. After you complete the fields, press Enter to cause the Network Server Storage Space
creation. At this point the space requested is reserved in the IFS and the Network Server

Storage Space is available for use.
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3. Associate the Network Server Storage Space with the Network Server, by linking the
storage space to the network server. Type the Add Server Storage Link command,
ADDNWSSTGL as seen in Figure 13-29.

[aﬁi;ﬁﬁiammmmmmmmmmmmmmmmmmmm"m"m"m"m"m"m"m"m"m"m"m"m"mmmmmwmmmmmwmwmmwmmmmm!'EjSE

Fle Edt Vew Conmunkaton Actons Windew Helo

| ] | | | o[ %a] R B @@

Add Server Storage Link [(ADDNWSSTGLI

Type choices, press Enter.

Network server storage space . .[1| RHELA4 Name

Network server description . . .[2| RHEL4 Name

Dymamic storage link . . . END *NO, =*YES

Aceess . . . . . . . . . ... QUPDHTE *UPDATE. =READ, =SHRUPD
Drive sequence number . . . . . ®CALC 1-84, =CALC, =0R

Bottom
F3=Exit Fd=Prompt FS=Refresh Fl12=Cancel Fl3=How to use this display
F24=Maore keys

08/03
1502 -S:mmsun:ﬂsﬁ.lr_slzrt:d 4

Figure 13-29 Add Server Storage Link

— Network server storage space: The name of the Network Server Storage Space to
be linked to the Network Server defined in 2.

— Network server description: The name of the Network Server to which the storage
space defined in 1 is linked. The Network Server is the component that provides
access to the storage space(s), via the virtual SCSI adapters that are linked to the
Network Server.

414 Logical Partitions on System i5



Virtual console access

Access to the Linux console is provided through the hosting i5/0S partition via a
TCP/IP-based application. Access to the console is limited to DST user ids that were granted
“remote panel key authority”. This section provides the instructions for defining the DST user
and accessing the virtual console.

Use the following steps to Create the Dedicated System Server Tools user with the correct
authorities:

1. DST users are created through System Server Tools. Type the command STRSST to start
System Server Tools. When the System Service Tools menu is displayed, select option 8
(Work with service tools user IDs and Devices).

2. When the Work with Service Tools User IDs and Devices menu is displayed, select option
1 (Service Tools user IDs).

3. When the Work with Service Tools User IDs window is displayed, enter option 1 to create
a new user (Figure 13-30).

[a08-wvsa0
Fle Edit Wiew Commumicebon Acbons Window Help
O A = w6 2o oE @l

Work with Service Tools User IDs

I
]
[E]

System: £2238P1
Type option, press Enter.

1=Create 2=Change password 3=Delete

4=Display 5=Enable 6=Disable

7=Change privileges 8=Change description
Opt User ID Description Status
1 [F]L1nuxconll
_  EARLEYE ERWIN EARLEY 3-0819 Enabled
_  FSTEELE FANT STEELE 3-2084 Enabled
_  QSECOFR JSECOFR Enabled
_  OskY QSRY Enabled
_ 11111111 11111111 Enabled

22222222 22222222 Enabled

F3=Exit F5=Refresh F12=Cancel

! (1502 - Session guccessfily atarted

Figure 13-30 Work with Service Tools IDs

— User ID: The user-id being created for virtual console access.
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4. Press Enter. The Create Service Tools User ID screen appears, as shown in Figure 13-31.

[

[ofe-mys20 i ' M=
Fi= Edi Wew Conmurication Actons Window  Help
| 2 | ¥a%a| 2t @ @@
Create Service Tools User ID
System: £22238P1
Service tools user ID name . . . . . . . ¢ LIMUXCON

Type choices, press Enter

Password . . . . . . . . .. .. ... [1]

Allow ID access before

storage management recovery . . . . . . . _ l=Yes, 2=No
Set password to expire . . . . . . . . .Elg 1=Yes, 2=No
Description . o0 0 0 o |

F3=Exit F&=Change privilege Fl2=Cancel

12/04
if! 1502 -Smeion suceesshuly sterted ]

Figure 13-31 Create Service Tools ID

— Password: Type the password for the user-id being created. This is the password
used to access the virtual console.

— Set password to expire: Type 2 to indicate that the password should not be set to
expired.

5. Press Enter to complete the DST user definition.

6. After you create the DST user, modify the authorities for the user to include the remote
panel key authority.
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7. On the Work with Server Tools User IDs, select option 7 (Change Privileges) for the user
just created as seen in Figure 13-32.

ol e wys20 =

Fi= Edit View Communcaton Actors  window  Help

B D A% BE| w6 s 22 @ el
Change Service Tools User Privileges

System: 22238P1
Service tools user ID name . . . . . . . . LINUXCON

Tupe option, prass Enter,
1=Revoke 2=Grant

Option Functions Status
_ Disk units - operations Revoked
_ Disk units - administration Revoked
_ Disk units - read only Revoked
_ System partitions - operations Revoked
_ System partitions - administration Revoked
2 [] Partition remote panel key Revoked
! Operator panel functions Revoked
_ Operating system initial program load(IFL) Revoked
_ Install Revoked

Performance data collector Granted

Hardware service manager Revoked

_ Display/Alter/Dump Revoked

_ Main storage dump Granted
Hore, ..

F3=Exit FS5=Reset F9=Defaults Fl2=Cancel

15/004
i [[902 - Sesmon successfuly start=d 4 i

Figure 13-32 Change Service Tools User Privileges

— Partition remote panel key: This is the authority that needs to be granted for virtual
console access.

Note: In addition to the Partition remote panel key authority, the user id also requires
“System partitions—operations” and “System partitions—administration” authority.

8. After the required authority has been granted, press Enter.
9. Press the F3 key.

10..The DST is created and configured. Press F3 three times.
11..Press Enter to exit out of System Service Tools.

13.7.3 Starting the Linux installation

At this point all of the components are defined for the Linux environment. You can start the
Linux installation. This section provides the steps for accessing the virtual console and
starting the Network Server.

1. Prior to starting the Network Server, access to the virtual console needs to be achieved so
that messages generated by the installer can be viewed. To accomplished this, use a
telnet client, such as the windows telnet client, and access port 2301 of the i5/0S hosting
partition. As an example, if the IP address of the hosting i5/0S partition is 192.168.10.10
then access to the virtual console is accomplished by entering the command ‘telnet
192.168.10.10 2301".
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2. Alist of Linux partitions is provided. Type the number that corresponds to the partition for
which you want to access the console.

3. When prompted for the OS/400 service tools user id, type the DST user that was created
for virtual console access.

4. When prompted for the OS/400 service tools password, type the password defined for the
DST user.

5. After the Virtual Console is accessed, the Network Server can be varied on. A vary on of
the server is accomplished through the Work With Configuration Status command. Type
the command WRKCFGSTS *NWS to work with the configuration of the Network Servers as
seen in Figure 13-33.

|38 - wvs20 A= =]

B =0 A% Bl w5 2 & elel
Work with Configuration Status 22238P1
04/21/05 22:37:48

Pasition te . . . . . Starting characters

Type options, press Enter,
1=Vary on 2=Vary off b=lork with jab B=Work with description
9=Display mode status 13=Work with APPN status...

Opt Description St3fus . m=sssmsseeaee- Johr==sr - ————
|Tj RHEL4 VARIED OFF |

Bottom
Parameters or command

Fa=Exit Fa4=Frompt Flz=Cancel F23=More options F2a=Hore keys

! 1502 - Seemon successhuly st ted

Figure 13-33 work with Configuration Status

6. An option ‘1’ on the Network Server causes the network server to be varied on. As part of
vary on process, a request is sent to power-on the partition defined in the Network Server
Descriptor. After the partition starts, the Linux startup messages are displayed in the
virtual console window.

Note: Detailed Linux installation instructions are provided in the distributor documentation.
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13.8 Virtual medial management

This section covers virtual medial management.

13.8.1 Linux native backup with virtual tape

The OS/400 tape drive can be used by Linux for Linux-based save/restore of files and
directories in a hosted partition.

Linux oriented backup has the same attributes as i5/0S oriented backup on file and directory
level. The only difference is that the backup files are not saved to files in the NFS directory,
but directly on tape. Tape is directly connected to i5/0S environment but can be used in Linux
as virtual tape.

The following steps must be done to successfully save Linux files and directories on tape
connected to an i5/0S partition:

1. Initialize tape for Linux. On i5/0S, the standard code for coding letters and numbers used
is EBCDIC, whereas on Linux it is ASCII. This means that, in the scenario of Linux
oriented backup, you need to strictly sort out tape cartridges for i5/0S and for Linux.

The following command is an example of initializing the tape cartridge for Linux:

INZTAP DEV(TAP02) NEWVOL(LNXBCK) CHECK(*NO) CODE(*ASCII) CLEAR(*YES)

2. Find the name convention for i5 tape in Linux. Use the dmesg | grep st command in ssh
PUTTY to find the name of the tape you want to use for Linux backup. In our scenario we
have the two tape devices, st0 and st1, and the messages during boot regarding tapes are
shown in Figure 13-34.

st: Version 20040318, fixed bufsize 32768, s/g segs 256
Attached scsi tape st0 at scsiO, channel 2, id 0, Tun 0
st0: try direct i/o: yes (alignment 512 B), max page reachable by HBA 294912
Attached scsi tape stl at scsi0O, channel 2, id 1, lun 0
stl: try direct i/o: yes (alignment 512 B), max page reachable by HBA 294912

Figure 13-34 dmesg - tape messages during boot

3. Assume that the order of tape devices is the same in i5/0S and Linux and we want use
TAPO2 (not TAPO1) in i5/0OS terminology, meaning we need to find st1 tape in Linux. Find
where the st1 is located in Linux. Use ssh PuTTY and the command:

find / -name stl
We receive the following output as shown in Figure 13-35.

rchas10d:™ # find / -name stl
/sys/class/scsi_tape/stl
/dev/stl

Figure 13-35 Find the tape location

Because st1 is a device, the /dev/st1 is the right path to tape.
4. Vary off tape on i5/0S. Use 5250 screen and command:

VRYCFG CFGOBJ(TAP02) CFGTYPE(*DEV) STATUS(*OFF) RANGE(*OBJ)

5. Use ssh PUTTY screen to check status of tape. Use the command:
mt -f /dev/stl status
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We receive the output as shown in Figure 13-36.

rchas10d:™ # mt -f /dev/stl status
drive type = Generic SCSI-2 tape
drive status = 805306880

sense key error = 0

residue count = 0

file number = 0

bTock number = 0

Tape block size 512 bytes. Density code 0x30 (unknown).
Soft error count since Tast status=0
General status bits on (41010000):
BOT ONLINE IM_REP_EN

Figure 13-36 Tape status

Tip: When you receive error messages such as “mt: /dev/st1: Input/output error” try the
following possibilities:

» Check at first to see if the tape cartridge isn’t ejected.
» Use the command sg_start /dev/sgx 1

In the above expression, you can find the value of x by completing information from the
sg_map command and the dmesg | grep sg and dmesg | grep st commands.

5. Type the following command, where tape_device is the name of the tape device you want
to back up to:

backupios -tape tape_device

This command creates a bootable tape that can be used to restore the Virtual I/O Server.
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Firmware maintenance

This chapter describes the various options available for maintaining both HMC and managed
system firmware levels. We show you, through examples, some of the main firmware update
options.

We discuss the different methods of updating the HMC to a new software level as well as
installing individual fix packs. We also cover the backup of the HMC to help with the recovery
process in the event of a disaster. Finally, we show the two ways of updating an i5 managed
system’s firmware, either through the HMC (out-of-band) or via an i5/0S service partition
(in-band) with special MHxxxxx PTFs.

The following main topics are covered in this chapter:

How to determine the HMC installed software level
HMC backup of critical console data

Installing an individual HMC fix

Firmware overview

v

vvyy
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14.1 HMC firmware maintenance

The HMC software level has to be maintained just like the i5/0S operating system and
managed system firmware (SP). HMC firmware is packaged as a full Recovery CD set or as a
Corrective Service pack/fix image.

The HMC recovery CDs are bootable images and can be used to perform a complete
recovery of the HMC (scratch install) or an update to an existing HMC version.

The HMC update packages are available on CDs or as downloadable zip files. The
downloadable zip files have different naming formats depending on whether they are
individual fixes or complete update packages:

» MHxxxxx.zip - individual HMC fixes
Where xxxxx is the HMC fix number
» HMC_Update_VxRyMz_n.zip - HMC update packages

Where x is the version number, y is the release number, zis the modification number, and
nis the image number (if there are multiple images).

Important: An upgrade installation from the recovery CDs might be preferable to updating
the HMC with the corrective service files for the following reasons:

» Itis the only method that can be used to update the file system of HMC Version 4.2 and
earlier from ext2 to ext3.

» It will reduce the size the of the critical console backup file, allowing quicker backup
operations. The critical console data backup saves the HMC user settings, profiles,
partitions, etc. as well as any system updates since the last install or upgrade from the
HMC recovery CDs. For more details, see 14.1.4, “HMC backup of critical console data”
on page 427.

You should consult the IBM HMC support Web site on a regular basis to see if there any new

updates available for the HMC. Use the link below to access the HMC support Web site.

http://techsupport.services.ibm.com/server/hmc/System i5
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14.1.1 How to determine the HMC installed software level

There are various ways to display the current HMC software level depending on whether you
are using the true HMC console, the Websm client, a restricted shell terminal, or an ssh client.

HMC console

From the true HMC console, select Help — About Hardware Management Console from
the HMC desktop toolbar.

A panel similar to the one shown in Figure 14-1 is displayed. This screen shows the installed
HMC version, release, and build. Notice that any individual fixes that have been applied to the
HMC are also shown here.

[~ about Hards i K

Hardware Management Console
Licensed Material - Property of [BM
() Copyright IBM Corp. 2001, All rights resenved.
US Covernment Users Restricted Rights -
Use, duplication ar disclosure restricted
by G54 ADP Schedule Contract with IBM Corp.

Wersion: 4
Release: 3.2

Build lewel 20050 ;
MHOO0224: BackupfRestore fix (02-17-2005)

Figure 14-1 HMC console software level

HMC Websm Client

From the HMC Websm client, select Licensed Internal Code Maintenance — HMC Code
Update in the HMC Navigation area. A screen similar to the one shown in Figure 14-2 is
displayed.

Important: You cannot see if any individual HMC fixes have been applied to the HMC
through the Websm client. You can only see the version and release level of the HMC.
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Console HMC Code Update Selecied Wiew  Window  Help o

Mavigation Area : Licensed Internal Code Maintenance: HMC Code Update

= Q Management Enviranment
=] E rchasash.rchland.ibm.com
] Server and Partition :
@ Information Center and Setup Wizard
= ] Licensed Internal Code Maintenance]
(3 FW Coe Unate] |
@ Licensed Internal Code Updates
7 HMC Management :
7] Service Applications

HMC Code Update

1 » [
@-an | | Fscruut - rchasssh
Figure 14-2 Websm HMC software level

HMC ssh client/restricted shell terminal

You can start an ssh client to the HMC (see “Scheduling the DLPAR function from Windows”
on page 368) or a restricted shell terminal (see “Initial tour of the desktop” on page 56). By
using the 1shmc -V command, we can see the installed HMC software level. See Figure 14-3.

login as: hscroot

Sent username "hscroot"

hscroot@rchas55h's password:

Last lTogin: Mon Feb 21 11:50:36 2005 from console
hscroot@rchas55h:™> 1shmc -V

"version= Version: 4

Release: 3.3

HMC Build level 20050114.1

MH00224: Backup/Restore fix (02-17-2005)"
hscroot@rchas55h:™>

Figure 14-3 ssh client - Ishmc -V

14.1.2 Obtaining HMC update software
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This section looks at the different possibilities of obtaining the HMC firmware updates.

You should always consult the HMC support Web site when planning to update the HMC.
There may be a preferred method to update the HMC depending on the functions contained
in the newer release. The following link can be used to access the HMC support Web site:

http://techsupport.services.ibm.com/server/hmc/System i5
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Figure 14-4 shows the HMC support Web site for HMC version 4 release 4.

2 eServer HMC ¥4 R4 downloads for POWERS - Microsoft Internet Explorer

Flle Edit ‘iew Favorites Tools  Help s
Address @L]http:,f,l'techsupport.services‘ibm.com,l'serverJ'hmc,l'powerS,l'Fixes,l'v4r4.htm\#cds V| Go  Links ¥
A
nerdnare Management - Hardware Management Console ~
onsole . i
Suppoart for i9, pi, pSeries and OpenPower
Feedback
[ overview \ for POWER servers WERLLIGZUREEN
b Fies and updates 4 W4 R4 Recovery CDs 4 W4 R4 updates 2 fines
=+ i5, iSeries support
HMC Yersion 4 Release 4 -+ p5, pSeties support
The HMC Version 4.4 for PowerS is a machine code-based version of the
HMC, It is packaged as a full Recovery CD set and as a Corrective Service = Microcode downloads
pack/downloadable image. fori5, iSeries, p5,
pSeries
HMC ¥4 R4 Recovery CD package
Currently, the HMC Recovery CD V4R4.0 package is not available for download anline. However, the
Package name link contains instructions for ardering the package, while the View link contains
instructions for installing the package. In addition, you can order the HMC Recovery CD Y4R4.0
package on physical media by clicking on the "Go" link in the following table, Please note that HMC
Recovery CD packages are delivered on bootable CDs.
HMC_Recovery_CO_Y4R4,0  MBOO914 MHO0221 NA view 20050408 Go E
1
HMC ¥4 R4 updates and fizes
Click a Package name to download the corrective service image. Click the View link for a list of fizes in i
the package, as well as download and installation instructions. Please note that CD-ROMs for
updates and fixes are NOT bootable.
HMC_Update_W4R4 Wol, 1 MBOOS16 MHOO0ZZ3 ZZ226 Wiew Refreshed:  Go E
¥  HMC_Update_w4Rrd val, 2 E 29692 2005.04.08
(with USE Fix)
E Required W4 R4.0 MBOO91S MHOO0Z22 39274 Wiew 2005.04.08  Go E
Maintenance eFix (MHOOZZ22) 2
/] hs

Figure 14-4 HMC support Web site

Obtaining the HMC recovery CDs

From Figure 14-4 you can see that the HMC recovery CDs are not available to download and
can only be ordered from IBM and sent via post. You can either order the PTF number []
MHO00221(this PTF number is unique to V4R4 and will change with each new release of the
HMC recovery CDs) by using the normal i5/0S command SNDPTFORD,Fix Central or by
clicking the Go link @ and ordering through the Internet. You must have a registered IBM ID to
order the HMC recovery CDs through the Internet.

Obtaining the HMC Update packages

If your HMC has a VPN connection to the Internet, you may choose to perform the HMC
update directly from the IBM support FTP server. It is important to understand that some of
the HMC update packages are large (over 1GB) and may take time to download. You may
wish to download these update packages to one of your company’s own internal FTP servers
first and then perform the HMC update from this internal server. As shown in Figure 14-4, by
clicking the HMC update package f], you can download these packages to your PC and place
them on your company’s own internal FTP server. You can then decide to either install these
packages via a FTP server or by burning the zip files to CD-R or DVD-R/DVD-RAM media.

Chapter 14. Firmware maintenance 425



Important: You must NOT unzip the HMC update files when burning to external media,
The HMC will itself, unpack these files during the install process.

You can also use the external IBM FTP server to download the HMC_Update_VxRyMO0_n.zip
files to one of your company’s servers (such as i5/0S IFS). The external FTP server site is:

ftp://techsupport.services.ibm.com/eserver/pseries/hmc/fixes/

If your company has limited access or bandwidth to the Internet for FTP, you may decide to
order the HMC update packages on CD format and have them sent to you via the post. You
can order the PTF number MH00223 [l (this PTF number is unique to V4R4 and will change
with each new release of the HMC update packages) by using the normal i5/0S command
SNDPTFORD, Fix Central, or by clicking the Go link J and ordering through the Internet. You
must have a registered IBM ID to order the HMC update packages through the Internet.

Obtaining HMC individual fixes

If your HMC has a VPN connection to the Internet, you may choose to install the HMC fix
directly from the IBM support FTP server, or you can also download the fix packages to one
of your company’s own internal FTP servers first and then perform the HMC update from this
internal server. As shown in Figure 14-4, by clicking the HMC fix [§, you can download the fix
package to your PC and place them on your company’s own internal FTP server. You can
then decide to either install these packages via the FTP server or by burning the zip file to
CD-R or DVD-R/DVD-RAM media.

You can also use the external IBM FTP server to download the MHxxxx.zip files to one of
your company’s servers (such as i5/0S IFS). The external FTP server site is:

ftp://techsupport.services.ibm.com/eserver/pseries/hmc/fixes/

If you company has limited access or bandwidth to the Internet for FTP, you may decide to
order the HMC fix package on CD format and have them sent to you via the post. You can
order the PTF number MH00222 fJ(this PTF number is unique to V4R4 and will change with
each new release of the HMC update packages) by using the normal i5/0S command
SNDPTFORD or by clicking the Go link fland ordering through the Internet. You must have a
registered IBM ID to order the HMC fixes through the Internet.

14.1.3 Changing the i5/0S default FTP attributes
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If you decide to use an i5/0S partition as your FTP server when installing HMC fixes, you may
need to change the i5/0S default FTP settings. The HMC requires the i5/0S FTP server to
the unix format.

Important: Changing the i5/0S FTP attributes is a global change and affects all users and
any applications using the traditional i5/0S FTP naming convention of QSYS.LIB.

Enter the following command from the i5/0S command line:
CHGFTPA NAMEFMT(*PATH) CURDIR(*HOMEDIR) LISTFMT(*UNIX)

Also, any data sent from the HMC will be stored in the i5/0S user profile used in the HMC
FTP process. If you want to change the home directory for that profile, enter the following
command on the i5/0S command line using the relevant i5/0S profile name and home
directory:

CHGUSRPRF  USRPRF (‘user profile name®) HOMEDIR('/home/mydir')
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14.1.4 HMC backup of critical console data

We recommend taking a backup of the HMCs Critical Console Data (CCD) before proceeding
with the HMC upgrade process. This backup will save all the HMC user data, user
preferences, any partition profile data backup on the HMC disk, and various log files.

Important: The backup CCD is not a complete save of the HMC, as it contains user data
as well as any system updates/fixes since the last install or upgrade from the HMC
recovery CDs. If you need to reinstall the HMC from scratch, you must use the original IBM
HMC recovery CDs and then restore the CCD backup.

For example, Figure 14-5 shows two HMCs (ﬂ and E) that follow the two possible HMC
upgrade paths.

HMC ﬂ was installed with the V4R4 recovery cd set and then upgraded to V4R5 using the
V4R5 corrective service update packages. The next CCD backup will save all your user
data as well as all the updates installed since V4R4. In this case the CCD backup would be
over 1GB in size.

HMC E was installed with the V4R4 recovery CD set and then upgraded to V4R5 using the
V4R5 recovery cd set. The next CCD backup will save all your user data as well as all the
updates installed since the last install/upgrade from the recovery cd set (V4R5). In this
case the CCD backup could be less than 100 MB in size.

Critical Console Data Backup

Data saved in backup
_
HMC Eecovery CD =et VdR4 HWC Comed Senvice Upgrade V4R S Uzerdata
|
HIC Recovery CO =ct V4RS Uzer data |
|
I
iff—- |

B Data saved in backup

Figure 14-5 Critical Console Data Backup

There are three methods of backing up the HMC CCD:

» Back up to DVD on the local system.
» Send the backup critical data to the remote site (FTP).
» Back up to the mounted remote system (NFS).

In this section we show how to back up the CCD to the local HMC DVD drive and to a remote
i5/0S FTP server.
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Important: If you need to recover your HMIC CCD from a FTP server or NFS during a
HMC scratch install, you will need to reconfigure the HMC network settings before you are
able to connect to the relevant remote system. Saving to DVD-RAM eliminates this step.

Back up Critical Console Data to DVD on local system

There is a DVD drive supplied with the HMC (eServer BACKUP DVD) which can be used to
back up the HMC CCD. The only compatible DVD format for writing to, is DVD-RAM.

The DVD must be formatted in the DVD-RAM format before data can be saved to the DVD.

Important: The CCD backup to DVD media may be a long running process, depending on
the amount of user data and system updates/fixes to be saved. In our experience this can
be anything from a few minutes to many hours.

To format the DVD-RAM media
The following steps show how to format the DVD-RAM disk:

1. Place a DVD-RAM disk in to the HMC DVD drive.

2. Inthe HMC Navigation area,under your managed system, click Licensed Internal Code
Maintenance.

Then click HMC Code Update.
In the right-hand window, click Format Removable Media.
Then select the Format DVD radio button.

o a0k w

Select Backup/restore.
7. Then click the Format button.

The DVD-RAM disk should be formatted in a few seconds, after which you will receive a
“Format DVD has been successfully completed - ACT0001F” message.

Back up to formatted DVD media
Use the following steps to back up the CCD to the formatted DVD media:

1. In the HMC Navigation area, click Licensed Internal Code Maintenance.

Then click the HMC Code Update.

In the right-hand window, click Back up Critical Console Data.

Select the Back up to DVD on local system radio button and click the Next button.

o M 0 DN

Enter some valid text in the description window and click OK.

Send back up critical data to remote site
Use the following steps to back up the CCD to a remote FTP server. In our example, we show

how to back up the CCD to an i5/0OS Integrated File System(IFS), although any remote FTP
server (UNIX or Windows) could also be used.
The HMC creates a file on the FTP server (IFS) with the following syntax:

HMCBackup_date.time.tgz

Important: The ability to send the CCD to an i5/0OS FTP server requires the HMC to be
running at V4R5 or later.
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& Backup Critical Data to Remote FTP Site K|

Passward:

In the HMC Navigation area, click Licensed Internal Code Maintenance.
Then click HMC Code Update.
In the right-hand window, click Back up Critical Console Data.

Select the Send back up critical data to remote site radio button and click the Next

button.

Enter the host name/IP address of the i5/0S system, along with a valid i5/0S user id and

password. You may also enter a useful text description for the backup in the window

provided. The backup file will be stored in the home directory of the i5/0S user id entered

here. Figure 14-6 shows an example of this.

Type the information required to access the remote FTP site. Use the description area
to add infarmation specific far this archive. Click Ok to hack up the data.

Remote server: *|rchasss |

User ID: *|ysecafr |

g |

Description:

Backup of CCD 28/04/05

| ok || cancel || Hew |7

Figure 14-6 Backup of CCD to i5/0S

Click OK when you have completed the required fields.

You receive a completion message when the save has finished.

. You can view the CCD backup file in the i5/0OS IFS by using the WRKLNK command.

. The CCD backup first saves to the local HMC disk, before sending it to the FTP server.

Figure 14-7 shows the WRKLNK for the QSECOFR home directory after the HMC CCD

has completed.

Work with Object Links

Directory . . . . : /home/gsecofr

Type options, press Enter.

2=Edit  3=Copy 4=Remove 5=Display 7=Rename 8=Display attributes
11=Change current directory ...

Opt  Object link Type Attribute Text

HMCBackup_20050422 >  STMF

Bottom

Parameters or command

===>

F3=Exit  F4=Prompt F5=Refresh  F9=Retrieve F12=Cancel
F22=Display entire field F23=More options

F17=Position to

Figure 14-7 WRKLNK - HMC CCD Backup
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14.1.5 Updating the HMC software

The media you are using to update the HMC will depend on the method used to upgrade your
HMC. We show you two ways of upgrading the HMC. The first method will be using the HMC
update packages from an FTP server. The second update method will be using the HMC

recovery CDs.

Important: The examples in this section are based on the HMC upgrade to V4R4MO and

may change with future upgrades.

Updating the HMC software level from a FTP server

In our example, as our HMC is not connected to the Internet, we have already downloaded
the relevant HMC_Update_VxRyMz_n.zip files to our i5/OS partition and stored them in the

/home/qgsecofr directory in the IFS (Figure 14-8).

Work with Object Links
Directory . . . . : /home/gsecofr
Type options, press Enter.
11=Change current directory ...
Opt  Object link Type Attribute Text

HMC_Update V4R4.0_ >  STMF
HMC Update V4R4.0_ >  STMF

Parameters or command

===>

F3=Exit  F4=Prompt F5=Refresh  F9=Retrieve F12=Cancel
F22=Display entire field F23=More options

2=Edit  3=Copy 4=Remove 5=Display 7=Rename 8=Display attributes

F17=Position to

Figure 14-8 WRKLNK for HMC update files

Important: We recommend that you have a backup of the critical console data before

proceeding with the HMC updates.
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The next steps show how to update the HMC from an i5/0OS partition. These steps can be
performed from the physical HMC or through the Websm client:

1. In the HMC Navigation area, click Licensed Internal Code Maintenance.

. Then click HMC Code Update.

2
3. In the right-hand window click Install Corrective Service.
4

. The Install Corrective Service panel appears (Figure 14-9). You need to select the second

radio button (Download the corrective service file from a remote system) and fill in the

supplied fields.

Remote site - This is the FTP server hostname or IP address.
Patch file - Enter the name of the relevant HMC_Update_VxRyMz_n.zip file.
User ID - The user profile used to connect to the remote system.

Password - The user profiles password used to connect to the remote system.

In our example we enter the information (also shown in Figure 14-9):

Remote Site - rchas55 (this is our i5/0S partition name).
Patch file - /HMC_Update_V4R4MO0_1.zip (this is the first HMIC update file in the IFS).
User ID - gsecofr (the i5/0S user profile used to access the i5/0S partition).

Password - xxxxxxxx (the i5/0S user profiles password).

& Install Corrective se rvice EJ!]

To update the system software on your HWMC, apply carrective service either from the
DWD-RAM drive installed in the HMC or from a pateh file that you download from a
remaote site.

Selectthe source for the carrective service file and, ifyou choosze to download service, fill
in the additional information required.

Itis recommended that no additional tasks he initiated while installing corrective service
to this HMC. You will be directed to rehoot the HMC upon completion.

3 Apply corrective service from rermovable media (for example, CD-RO)

 Download the corrective service file from a remaote system, and then apply the
downloaded service file.

Remote site: |rchasss |
Patch file: |IHMC_Update_V4R4.D_1 Zip |
User ID: [gsecafr |

|

Pasgword: i

[ ok pJ| cancel || Hew |7

Figure 14-9 Install Corrective Service panel
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When you have completed all the fields with the correct information, click OK to continue.

5. The HMC working panel appears (Figure 14-10) showing the status of the install process.
The HMC update data is inflated and then installed on the HMC.

The size of the HMC update zip file will depend on how long the install process takes. In
our example, the install of the first HMC package took around 20 minutes.

4 Status:Waorking...

Hide Details

The Install Corrective Service request is in progress. Please wait.
Corrective service file dowmload in progress...
FEFEERO0S_¥4 rejected as an authentication type
The corrective service :Eile dowvmloaded successfully, continuing...
wrchive:  /usr/local/hsc_install.images/HMC_Update V4R4.0_l.zip
inflating: /fusr/local/hsc_install.images/cert.pen
creating: /usr/local/hsc_install.images/images/
creating: /usr/localshsc_install.images/images/rmc/
inflating: fusr/local/hsc_install.images/images/rmc/csn_hme. server-
inflating: fusr/local/hsc_install.images/images/rmc/rsct.core-2.4.1
inflating: fusr/local/hsc_install.images/images/rmc/rsct.service-1.
inflating: ,-"usr,-"loc:al,-"hsc_inst,all.imagesfimagesftmcf:sct.c:m:e.ut,ilsz
[»]

Fird: | Eindned |

Figure 14-10 Install of HMC update via FTP server

6. When the installation of the first HMC update package has completed, you will receive a
completion message (Figure 14-11)

& Install Corrective Service

o HSCPO041
| The carrective service file was successfully applied. Wait until all tasks complete and
manually reboot the HMC for the changes to take effect, or select the checkbox below.

[vl Automatically reboot the HMC when you select Ok

Figure 14-11 HMC Install Corrective Service completion message
Click the selection box to automatically reboot the HMC when you select OK. You must
reboot the HMC before installing the second HMC update package.

7. Next we repeat steps 4 through to 6 for the second HMC update package -
HMC_Update_V4R4MO0_2.zip.

8. This completes the update process for the HMC.
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Updating the HMC software level from a HMC Recovery CD set

If you have received the HMC Recovery CD set, then you can upgrade your HMC release
using these CDs.

When we update the HMC with the Recovery CD set, we are in fact replacing all the HMC
data on the HMCs disk. To ensure that we keep all of our user data, such as partition/profile
data, user profiles, user preferences, network configuration, etc., we must perform the Save
Upgrade Data task on the HMC immediately before the HMC update. The Save Upgrade
Data task is used to save the current HMC configuration to a special disk partition on the
HMC. This data is then reloaded automatically during the update process.

Important: The HMC Backup Critical Console Data task is not the same as the Save
Upgrade Data task.

The Save Upgrade Data task is only used during a HMC software update from the
Recovery CD set.

The Backup Critical Console Data task is used to save the HMC configuration to removal
media or a remote system. This backup CAN NOT be used during the HMC update.
However, we recommend that you take a Critical Console Data backup before doing any
software updates on the HMC, in case the update process fails.

The next steps show how to update the HMC with the Recovery CD set:

1. Save the current HMC configuration by following these steps:
a. Inthe HMC Navigation area, click Licensed Internal Code Maintenance.
b. Then select HMC Code Update.
c. In the right-hand window click Save Upgrade Data.

d. Aninformation window opens (Figure 14-12) and prompts you to select the media type
for the backup.

Select the media on which wou want to save upgrade

data. If wou choose to save to DWD, insert the media in
the DWD drive, then select 'Cantinue’.

Media:
® Hard drive
DVD

Continue |_Canceu| Help |ﬂ

Figure 14-12 Save Upgrade Data media selection

Select the Hard drive radio button and click Continue.

Important: The Save Upgrade Data to DVD media can only be used by IBM service
personnel.
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e. A confirmation window appears (Figure 14-13) before the save upgrade data is saved

to the HMC disk.

Save Upgrade Data

Select Continue to save upgrade data files to the HMC's hard drive.

Mate: Only perform this task immediately prior to upgrading wour HMC software from one release
10 another. Any configuration changes made after performing this task will not be migrated to the
news HMC software release.

| Continue || Cancel || Help ||?|

Figure 14-13 Confirm Save Upgrade Data window

Click Continue to proceed with the save.

f.  When the save is complete, an information window opens - see Figure 14-14.

Save Upgrade Data

o SCRO020

H
’The Save Upgrade Data request completed successfully.

Figure 14-14 Save of Upgrade Data completed

Next shut down and power off the HMC.

Insert the first HMC recovery CD in to the HMC DVD drive and power on the HMC
console.

4. The HMC boots from the DVD drive and displays the HMC Hard Disk Install/lUpgrade
screen as shown in Figure 14-15.

Hardware Management Console
Hard Disk Install-sUpgrade

You have requested to installsupgrade your HMC hard disk from the Base
Code CD-ROM. Please select one of the below options (or ESC to exit):

* % x HARHNING = % =

Continuing with this task wWill result in the destruction of
information currently on your HMC hard disk.

INSTALL RECODVUVERY
For first time installation or reload of HMC from Base Code CD-ROM
With the option to restore backed up critical data wusing DUD-RAM media
Press F8 to continue with this process.

UPGRADE
To upgrade your HMC hard disk to a new code level. Preserves the saved
upgrade data on disk, and restores it after completion of upgrade.
Press F1 to continue with this process.

Figure 14-15 HMC Recovery cd set upgrade

Press F1 to select the UPGRADE option.
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5. A second HMC Hard Disk Upgrade screen is displayed (Figure 14-16). This screen

explains the upgrade process and states that the Save Upgrade Data task must have been
performed before continuing.

Important: You must NOT continue with the update process if you have not completed the

HMC Save Upgrade Data task. If you upgrade the HMC without this save, all the HMC
configuration and partition/profile data will be lost.

Hardware Management Console
HARD DISKE UPGRADE

You requested to UPGRADE your Hardware Management Console.
The hard disk UPGRADE program will:

1. Apply new BASE CODE from a NEH Hardware Managerment Console

BASE CODE CD-ROM.
Restore the SAVED Hardware Management Console hard disk
information from the staging area on the hard drive.

(Thiz information was saved during the Save Upgrade Data
console task.)

2.

Attention: If the SAVE has not yet been performed,

rernove this CD,
return to HMC Code Update,

and select Save Upgrade Data task.

Pres=z F1 to continue with the UPGRADE process.

Press ESC to EXIT the program.

Figure 14-16 HMC Recovery cd set upgrade confirmation

Press F1 to continue with the upgrade process.

6. An HMC progress screen starts, similar to the one in Figure 14-17.

Simplicity...

@& The HMC is an appliance delivered ready

for your use.

® |t is prejoaded with all required h
and software. L

Entire Progress

Checking inodes, blocks, and sizes

Time Elapsed:  00:02:22

Figure 14-17 HMC update status
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7. When the HMC has finished installing from the first CD, you are prompted to insert the
second CD (Figure 14-18).

The Hardware Management Console

Phase 1 of the Upgrade process is Complete

Rerove the CD-ROM and place the CD-ROM labeled Disk 2 in the
CD-ROM drive.

HWhen the Disk 2 CD-ROM is in the driwve,
Press ENTER and the Hardware Management Console will reboot.

Press any key to continue . . .

Figure 14-18 HMC upgrade - insert CD 2

8. Remove the first recovery CD from the HMC DVD drive and insert the second recovery
CD. Press any key to continue the HMC upgrade process. The HMC will reboot and then
start installing from the second CD.

9. When the HMC has finished installing from the second CD, you are prompted to install the
third HMC recovery CD (Figure 14-19).

Please select one of the following options:

1 — Install additional software from CD media
2 —— Finish the installation at a later time

Please enter your selection : 1]

Figure 14-19 HMC upgrade - insert CD 3

Remove the second recovery CD from the HMC DVD drive and insert the third recovery
CD. Enter 1 and press Enter to continue with the HMC upgrade process.
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10.When the HMC has finished installing from the third CD, you are prompted to install the
fourth HMC recovery CD (Figure 14-20).

Please select one of the following optioms:

1 — Install additional software from CD media
2 —— Finish the installation at a later time

Please enter your selection : 1fj

Figure 14-20 HMC upgrade - insert CD 4
Remove the third recovery CD from the HMC DVD drive and insert the fourth recovery
CD. Type 1 and press Enter to continue with the HMC upgrade process.

11.When the HMC has finished installing from the fourth CD you are prompted to either
Restore the Critical Console Data from DVD or finish the HMC installation (Figure 14-21).

Important: You must NEVER insert the CCD backup DVD during the upgrade installation
process.

Please select one of the following options:

1 — BRestore critical console data from DUD media
Only select this option if you are performing a Hard Disk Recovery.

Z —— Finish the installation

Please enter your selection : 2

Figure 14-21 HMC upgrade - Finish installation

Remove the fourth HMC recovery CD media from the drive and do not insert any other
CDs. Type 2 and press Enter to finish the HMC upgrade.

Note: You may have remaining CDs in the HMC Recovery CD set. These CD are normally
other language translations of the Information Center and do not need to be installed at
this time.

12.The HMC will reboot. At the login prompt enter a valid user ID and password and accept
the License Agreement for Machine Code twice.

13.This completes the HMC code installation.

14.To verify the new HMC software level, you should use on of the methods in 14.1.1, “How to
determine the HMC installed software level” on page 423
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14.1.6 Installing an individual HMC fix

438

In our example, as our HMC is not connected to the Internet, we have already downloaded
the relevant HMC fix file (MH00222.zip) to our i5/0S partition and have stored it in the
/home/qgsecofr directory in the IFS (Figure 14-22).

Work with Object Links
Directory . . . . : /home/gsecofr

Type options, press Enter.
2=Edit  3=Copy 4=Remove 5=Display 7=Rename 8=Display attributes
11=Change current directory ...

Opt  Object link Type Attribute Text
MH00222.zip STMF

Bottom

Parameters or command

===>

F3=Exit  F4=Prompt F5=Refresh  F9=Retrieve F12=Cancel F17=Position to
F22=Display entire field F23=More options

Figure 14-22 WRKLNK for HMC fix install

Important: We recommend that you have a backup of the critical console data before
proceeding with the HMC updates.

The next steps show how to install an individual fix on the HMC from an i5/0OS partition.
These steps can be performed from the physical HMC or through the Websm client:

1. In the HMC Navigation area, click Licensed Internal Code Maintenance.
2. Then click HMC Code Update.

3. In the right-hand window click Install Corrective Service.

4

. The Install Corrective Service panel appears (Figure 14-9). You need to select the second
radio button (Download the corrective service file from a remote system) and fill in the
supplied fields.

— Remote site - This is the FTP server hostname or IP address.
— Patch file - Enter the name of the relevant MHxxxx.zip file

— User ID - The user profile used to connect to the remote system

Password - The user profiles password used to connect to the remote system
In our example we enter the information (also shown in Figure 14-23):

Remote Site - rchas55 (this is our i5/0S partition name)
Patch file - MH00222.zip (this is the HMC update file in the IFS)
User ID - gsecofr (the i5/0S user profile used to access the i5/0S partition)

Password - xxxxxxxx (the i5/0S user profiles password)
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£ Install Corrective Service E| @| g|

To update the system software on your HWMC, apply carrective service either from the
DWD-RAM drive installed in the HMC or from a patch file that you download fram a
remaote site.

Selectthe source for the carrective service file and, if you choose to download service, fill
in the additional information required.

Itis recommended that no additional tasks he initiated while installing corrective service
to this HMC. You will be directed to rehoot the HMC upon completian.

3 Apply corrective service from removable media (for example, CD-ROM)

 Download the corrective service file from a remaote system, and then apply the
downloaded service file.

Remote site: [rchasss |
Patch file: [MHO02222ip |
User ID: [gsecafr |
Password: [ |

[ o ,\J| cancel || Hep |2
!

Figure 14-23 HMC fix install screen

When you have completed all the fields with the correct information, click OK to continue.

5. The HMC working panel appears showing the status of the install process (Figure 14-24).
The HMC fix data is inflated and then installed on the HMC.

& Working EJ@|E|
Status:Warking...

The Install Corrective Service request is in progress. Pleag&
Corrective service file dowmload in progress...
FEFEERO0S_¥4 rejected as an authentication type
The corrective service file dowmloaded successfully, contin
irchive: Jusr/locals/hsc_install.images/MHO0ZZZ.zip
inflating: /fusr/local/hsc_install.images/cert.pen
creating: /usr/local/hsc_install.images/images/
creating: /usr/local/hsc_install.images/images/websn/
inflating: ,-"usr,-"loc:al,-"hsc_inst,all.imageS,-"images,-"wehsm,-"sysn:

o f 1 41 i i

[»]

| Findnex |

11

Figure 14-24 HMC fix install working screen

The size of the HMC fix zip file will depend on how long the install process takes. In our
example, the install of the MH00222.zip package took around 5 minutes.

6. When the installation of HMC fix has completed you will receive a completion message
(Figure 14-25)

& Install Corrective Service

o HSCPO041
The carrective service file was successfully applied. YWait until all tasks complete and
manually rebaoot the HMC for the changes to take effect, or select the checkbox below.

[¥l Automatically reboot the HMC when you select QK

Figure 14-25 HMC Install fix completion message

Click the selection box to automatically reboot the HMC when you select OK. You must
reboot the HMC to activate any updates contained in the MHxxxx.zip fix.
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7. This completes the HMC code installation.

8. To verify the new HMC software level, you should refer to section 14.1.1, “How to
determine the HMC installed software level” on page 423

14.2 Licensed internal code updates

This section looks at the various methods used to manage and update an i5 managed
systems firmware.

14.2.1 Firmware overview

440

Firmware refers to the underlying software running on an i5 system independently from any
type of operating system (i5/0S,Linux or AlX). The firmware is physically located on the
Service Processor hardware (similar to a processor card) on the i5 hardware.

Important: The server firmware can also be referred to as Licensed Internal Code. It is
important to note that this is not the same as the Licensed Internal Code that resides in an
i5/0S partition. OS/400 and i5/0S messages refer to the server firmware code as the
Hypervisor.

The system firmware consists of the following main components:

» Service Processor

» Converged Power PC® Hypervisor (PHYP)
» SPCN/Power subsystem

» PFW (partition firmware Linux/AlX)

Depending on your system model and service environment, you can download, install, and
manage your server firmware updates using different methods (policies), such as the HMC
(out-of-band) or by using an i5/0S service partition (in-band).

Attention: 59x and 57x systems with redundant SPs can only use the HMC (out-of-band)
to update the system firmware.

The default firmware update policy for a partitioned system is via the HMC. Both types of
updates will be discussed in this section.

The SP maintains two copies of the server firmware. One is held in the t-side repository
(temporary) and the other in the p-side repository (permanent). The idea being that new
firmware updates can be applied to the t-side first and be tested before they are permanently
applied. When you install server firmware updates on the t-side, the existing contents of the
t-side are permanently installed on the p-side first.

If you decide that you do not want to keep the new level of server firmware, you can remove
the current level of firmware. When you remove the current level of firmware, you copy the
firmware level that is currently installed on the p-side from the p-side to the t-side.

We recommend that under normal operations the managed system runs on the t-side version
of the system firmware. This concept of t-side/p-side is similar to the i5/0OS system licensed
internal code (SLIC), which has an a-side and b-side.
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Starting with GA5 firmware, updates will be available in one of the following formats
depending on the changes contained in the firmware update:

» Concurrent install and activate: Fixes can be applied without interrupting running
partitions and restarting managed system.

» Concurrent install with deferred disruptive activate: Fixes can be applied as delayed
and activated the next time the managed system is restarted.

» Disruptive install with activate: Fixes can only be applied by powering off the managed
system.

Important: If your firmware update policy is set to operating system (in-band) then all your
firmware updates will be disruptive - all partitions must be shutdown and the managed
system restarted to apply the new firmware changes.

Figure 14-26 shows an overview of the firmware update process.

-
% Semnice
Partition
-E ARG {|Linux
= |55 |50S
A-side A-side
SUC SUC
B-side B-=ide
PFW
Firmware
Hypervisor (PHY P
p-sige [+r+ Flexible Service Processor
(FSP) HMC
| SBCT | HMC 2
f-side |+ |
| Buk Power (53 only) |
out-of-band

Figure 14-26 Firmware overview

In-band firmware overview
The firmware update policy must be set to operating system and an i5/0OS partition must be
defined as the service partition via the HMC.

New firmware updates/fixes are package as special MHxxxxx PTFs and can be ordered
individually though Fix Central or via the i5/0S SNDPTFORD command. These MHxxxxx
PTFs are also included in both Cumulative PTF packages and the HIPER Group package.
You use the normal i5/0S PTF installation functions to apply the MHxxxxx PTFs on your
service partition.When you apply these PTFs, the updates are placed in a repository on the
load source disk. If the MHxxxxx PTF is applied temporarily, then the update is held on the
(b-side) of the load source. If the MHxxxxx PTF is permanently applied, then the update is
stored on the a-side of the load source disk.
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When you shut down the i5/0S service partition, the b-side firmware is copied to the t-side on
the SP. If the b and t-side are in sync, then the a-side will be copied to the p-side on the SP.

Important: Applying MHxxxxx PTFs to a non-service i5/0OS partition will have no impact on
the firmware update process, as only the defined service partition has the authority to
update the SP with any firmware updates.

The managed system must be restarted to activate any new firmware changes. A complete
system reboot, where all partitions are ended is called a server IPL. When the managed
system starts, the new firmware code is loaded in to memory from either the t or p-side,
depending on the boot option chosen.

Out-of-band firmware overview

Managed system firmware updates can be made through the HMC. The firmware update
policy should be set to Hardware Management Console (although you can update the
managed system firmware regardless of this policy when the system is in a standby state).

New firmware updates can be downloaded directly to your HMC (if the HMC has access to
the Internet). You can also downloaded firmware updates to one of your company’s internal
FTP servers and install from there or burn to optical media. Lastly, you can order firmware
updates on optical media, either from the IBM support Web site, through Fix Central or by
using the i5/0S SNDPTFORD command.

Firmware updates follow the naming convention of SFXXX_YYY (where XXX = firmware
release and YYY= version).

If you are updating the server firmware within the same version (for example, SF230_112 to
SF230_113) then we use the HMC option Change Licensed internal code for the current
release (this option was called Change Internal Code prior to HMC V4R5)

If you are upgrading server firmware to a new version (for example, SF225_096 to
SF230_113), then we use the HMC option Upgrade Licensed Internal Code to a new
release (this option was called Manufacturing Equipment Specification Upgrade prior to HMC
V4R5).

14.2.2 Setting the i5 system firmware update policy
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The only way you can check or change the i5 system firmware policy is through the Advanced
System Management Interface (ASMI) or the HMC command line.

Changing the firmware update policy with ASMI

The ASMI menus can be started through the physical HMC, Websm (as of HMC V4R5) or
through a direct browser interface, if you managed systems SP is available on your ethernet
network.
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Important: If you change the update policy to allow firmware updates from the operating
system, firmware updates from the HMC are not allowed unless the system is powered off.

When the managed system is powered off, firmware updates can be performed from the
HMC regardless of the setting of this policy.

However, care should be taken when updating firmware from both the HMC and the
operating system. If you change the update policy to operating system and an i5 service
partition has a lower level of firmware installed than the firmware updated from the HMC,
then the firmware will be overlaid with the older firmware from the i5/0S load source.

The following steps show how to start the ASMI through Websm:
1. Sign on to the HMC using the Websm client

In the HMC Navigation area, click Service Applications.
Then click Service Focal Point.

In the right-hand window click Service Utilities.

P 0 Db~

The Service Utilities panel is displayed (Figure 14-27). You must first select the Managed
System you wish to connect to by clicking and highlighting that system fl. Then click on the
Selected tab on the drop down menu tool bar and click Launch ASM Menu £.

& Service Utilities
Selected | Actions  Help

Create Serviceable Event... contains the list of syst recognized
Launch ASM Menu... E lect a system from the table and choose a
Manage Dumps...

Edit MTMS...

System Attention LED...

ldentify LED processing...

Lamp Test...

Operatar Panel Service Functions...
Fower OniOff Unit...

View RO Tapology..

Description Machine type-moadeliserial | Machine Name
Systern Unit, Model 520 9406-520/ 0EF36E Server-9406-520-5M10EF36E

| Refresh || Cancel |

Figure 14-27 Service Ultilities panel

5. The Launch ASM Interface screen is then shown (Figure 14-28).

& Launch ASM Interface

This HMC is configured to access the selected system's ASM interface as defined
below. Select OK to launch the ASM browser interface.

Selected System: 9406-520/10EF36E
Hostname/P address: 192.168.255.254

| Ok [\H Cancel || Help ||‘?|

Figure 14-28 Launch ASM Interface screen

Click OK to launch the ASM browser interface.

6. On the ASMI Welcome pane, specify your user ID and password, and click Log In. The
default user ID is admin and password is also admin.
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Important: For security reasons we recommend that the admin user ID password is
changed from the default supplied password.

7. The main ASM screen is presented. In the navigation area, click System Configuration
and select Firmware Update Policy (Figure 14-29).

Advanced System Manageme

Tzer ID: admin

Firmware Update Policy

Setting: | Hardware management console (HWMC) @

i O cor
Operating system

Save settings |

Figure 14-29 Firmware update policy screen

If you wish to change the firmware update policy, select the appropriate source from the
drop down selection list [} and click Save settings to complete the operation.

Changing the firmware update policy with HMC command line

You can change the firmware update policy from the HMC command line (HMC restricted
shell or via ssh)by using the updlic command.

Use the following examples to change the firmware update policy using this command:
— To change the firmware update policy to Operating System, type:
updlic -m xxxx -0 o
where xxxx is the name of the managed system.
— To change the firmware update policy to HMC, type:
updlic -m xxxx -0 h

where xxxx is the name of the managed system.

Setting the service partition for i5 in-band firmware updates

The next steps show how to define an i5/0OS service partition for the in-band firmware
updates. These steps can be performed from the physical HMC or through the Websm client:

Attention: You cannot add or remove a service partition definition if that partition is in an
active state.

1. In the HMC Navigation area, click Server and Partition.
2. Then click Server Management.

3. In the right-hand window select the managed system you wish to change, right click and
select Properties.
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4. The Managed System Server Property Dialog window is shown (Figure 14-30). You can

select any i5/0S partition to be the service partition, although it must be in an inactive

state to be added or removed. Also, only one i5/OS partition can be the service partition at

any given time.

i Managed System "Server-9406-520-5N10EF 36E" Property Dialog

M=%

(General r Power-0On Parameters rProcessors Q| mMemony rReference Code

II Managed System Propedies
Mame: *|Server-8406-520-5N10EF 36E
Serial numhber: 10EF 36E
Type/Madel: Q406-520
State: Operating
Attention LED: On
Service processor version: Qoo3o0z0
Maximum numhber of paritions: 10
Service partition: ( 1 -- 10-EF36E b
Policy 1 - 10-EF36E
UnZ=si
[Z] Power off the system after all off
Capahilities
Capability | Walue

True
Triua

805 Capable
A2AMN Annlicatinn Canabla

-5

I ok _ll_ Cancel [ Help |L|

Figure 14-30 Set i5/0S service partition

5. Select the new service partition from drop down menu and click OK. If the partition you are

trying to add or remove is active you will receive message:

HSCL0235 - Cannot change service partition from one partition to another if either one of

them are not in the Not Activated states.

Verifying if an i5/0OS partition is the service partition

You can check if an i5/OS partition is set to be the service partition from the output from

DSPPTF i5/0S command. In Figure 14-31 we can see an additional information for the IPL
source field. The ##SERV#T entry shows that this partition is the service partition and the
system is running on the t-side of the managed system firmware. Only the service partition
will show this information, all other i5/0S partitions will only show the normal ##MACH#B or

##MACH#A data.
Display PTF Status
System: XXXXXXXX
Product ID . . . . . . . . ... L 5722999
IPL source . . . . « o v v o v 4. ##MACH#B  ##SERV#T
Release of base option . . . . . . . : V5R3M0 LOO

Type options, press Enter.

5=Display PTF details 6=Print cover letter 8=Display cover letter

PTF IPL
Opt 1ID Status Action
TL0O5032 Temporarily applied None

Figure 14-31 DSPPTF command from an i5/0S service partition
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14.2.3 Displaying the current firmware levels

446

The installed firmware levels can be seen through both the HMC and i5/0OS partitions. This
section shows how you can use both methods to view the managed system firmware levels.

Using the HMC to display the current firmware levels
Use the following steps to display the managed system firmware levels:

1.
2.
3.

In the HMC Navigation area, click Licensed Internal Code Maintenance.
Then click Licensed Internal Code Updates.

In the right-hand window click Change Licensed Internal Code for the current release
(this option was called Change Internal Code prior to HMC V4R5).

4. In the Target Object Selection panel, highlight the relevant managed system and click OK.

5. From the Change Licensed Internal Code screen select the View system information

radio button and click OK.

When Specify LIC repository panel is presented, select the None radio button and click
OK to continue.

The firmware installed status panel is shown (Figure 14-32). This screen displays the
different versions of firmware installed on the managed system.

& 9406-520*10EF 36
Target name: 09406-520*10EF36E
Concurrent LIC update status: Enabled
Current LIC repository location: None
= Mamwpel — ‘ .......
EC Madel! Installed | Activated | Accepted
Mumber LIC Type Serial Mumber Level Level Level
015F230  Managed System 9406-520%1 DEF 36E 112 12 12
[ [

>

Figure 14-32 Current firmware levels installed from Websm

EC Number - This is the engineering change that shows the system and GA level.

It has the format of PPNNSSS where:

— PP is the package identifier

— NN is the model unique code for the type of system

— SSSid the service pack code number, think of this as the release level of the firmware.

Activated Level - This is the version of firmware that is currently active (in memory) on
the managed system.

Installed Level - This is the version of firmware that is currently installed on the t-side of
the SP

Accepted Level - This is the version of firmware that is currently installed on the p-side of
the SP.

. Click Close return to the Licensed Internal Code main menu.
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Using the i5/0S service partition to display firmware levels

You can use the following steps from an i5/0S 5250 screen to display the current installed
firmware levels:

1. Enter the STRSST command on an i5/0S command line and enter a valid user ID and
password.

Select option 1, Start a service tool, and press Enter.

Then select option 4, Display/Alter/Dump, and press Enter.

Next take option 1, Display/Alter storage, and press Enter.

Select option 2, Licensed Internal Code (LIC) data, and press Enter.
Then select option 14, Advanced analysis, and press Enter.

Page down and select FLASHLEVELS, and press Enter.

There are no special parameters to type, just press Enter.

© o N oo R~ WD

The Display Formatted Data screen appears (Figure 14-33)

Display Formatted Data

Page/Line. . . 1/ 1
Columns. . . : 1 -78

Find . . . . . . . ...

P R I Y SN AR PP PP S I, DUPIUNE DU DU PRy A SN

DISPLAY/ALTER/DUMP

Running macro: FLASHLEVELS

LS Flash Sync Enabled.

HMC MANAGED

MiKeyword: NVRAM: SF225 096

Side Date/Time MI Keyword PTFs

Memory 20050415/0857 SF230_112 MH00261

Flash P 20050406/0941 SF230_112 MH00255

Flash T 20050415/0857 SF230_112 MH00261

Load Source A 20050311/1416 SF225 096  MH00248
Load Source B 20050311/1416 SF225_096  MH00248

Bottom
F2=Find  F3=Exit F4=Top F5=Bottom F10=Right F12=Cancel

Figure 14-33 Current firmware levels installed - shown from DST

Here we can see that our firmware policy is set to HMC managed. Also note that the firmware
levels for the Load Source A/B and lower than that of the SP P/T. This is not a problem for a
HMC managed firmware policy, as the load source levels are never used. However, if we
decide to change our firmware update policy to operating system and set this i5/0S partition
to be our service partition, then the firmware levels of the SP would be downgraded to
SF225_096. In this situation we would recommend installing the relevant MHxxxxx PTF on
the i5/0OS partition to bring the firmware levels on the load source to the same or higher level
before changing the firmware update policy.
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14.2.4 Updating firmware through the HMC (out-of-band)

This section shows how to update the i5 firmware via the HMC.

Important: For all models except 59x model servers, we recommend that you install HMC
fixes before you upgrade to a new server firmware release.

For 59x model servers, you must install HMC fixes before you upgrade to a new server or
power subsystem firmware release.

Obtaining i5 out-of-band firmware updates

You should consult the IBM i5 recommended fixes Web site link below for information on
firmware updates. The examples contained in this section are based on firmware levels
available at the time of writing this redbook and may change with future releases:

http://www-912.ibm.com/s_dir/sTkbase.nsf/recommendedfixes

Figure 14-34 shows an example of this fix support Web site:

<23 IBM eServer iSeries Technical Support: Recommended fixes - Microsoft Internet Explorer

CBX

File Edit View Favorites Tools  Help 4'
Address @3http:ll’,fwww-gl2.ibm.com,l’s_dir,l’slkbase.nsF,l’recommendedFixes w Go Links **
Country /region [selact Terms use ~
I oo
Home Products Services & solutions Support & downloads My account
H N ; “aY
e IBM @server -
Hardware Recommended fixes
Support

- iSeries support search Get the latest fix information directly from the Rochester Support Center

without a telephone call, You can locate the fix for a specific problem or Use Fix Central to

- Register . " A A i i
£ obtain the latest fixes for your iSeries family system. download fixes to your
o Fzadlbhadk iSeries family system.
Services Recommended for all systems
Software X . Problem Reporting
all systems will stay current on the latest Curnulative PTF Package, HIPER )
Solutions Group PTF, and Database Group PTF that are listed in the table belaw, Click Use the Software Service
. on a PTF ID to view detailed information about the PTF. Request to report a
Education software problem or to
; ashk a technical
Library V5R3 V5R2 V5R1 question,
Literature CUM Package SF99530 SF39520 SF29510
paccesslstones HIPER Group SF99529 SF99513 §F39037
Database Group SF235032 SF23502 SF23501
Related links
- developerworks Recommended for specific products or functions
- alphaWworks
- iSeries Mation Consider the specific products and functions that are crucial for your system

- IBM Business Partners environment and applications. The Support Center provides additional
information for a number of topics,

gct your release: @ wsra O wsrz O wvsrl O vdars

Then select a topic:
Server Firmware: Update Policy Setto HMC hd | @

€]  Internet

Figure 14-34 i5 recommended fixes Web site - out-of-band
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http://www-912.ibm.com/s_dir/slkbase.nsf/recommendedfixes
http://www-912.ibm.com/s_dir/slkbase.nsf/recommendedfixes

You should select Server Firmware: Update Policy Set to HMC from the drop down topic
window and click Go.

The next screen shown is the iSeries Recommended Fixes - Server Firmware: Update Policy
Set to HMC Web page (Figure 14-35).

|@ IBM eServer iSeries Support: Recommended Fixes - Server Firmware: Update Policy Set to HMC : 34 - Microsoft... u@]

¢ File Edit View

éGBack'»§®

Favorites

Tools  Help f,'

dress I{?_} http: {fwww-312.ibm.com/s_dir fslkbase.nsfjibmscdirect/E58D 7BBFOEACIA 2786 256EADDI \j Go

Support

- iSeries support search
» Register

- Feedback

Services

Software

Solutions

Education

Library

Literature

Success stories

Related links

- developerworks

- alphaWorks

- iSeries Nation

- IBM Business Partners

[

iSeries Recommended Fixes - Server Firmware: | &l
Update Policy Set to HMC

» Document Information

Topic: Server Firmware: Update Policy Set to HMC

Recommendations

These recommendations are based upon your system already having installed the most current
Cumulative PTF Package, HIPER Group PTF, and Database Group PTF. For further information or to

order these PTFs, please follow this link:

http:/ /www-9132.ibm.com/eserver/support/ s/

The Rochester Support Center recommends installing the group and individual fixes listed below for
corrective service and preventative maintenance. If a problem persists after the recommended fixes
have been installed, the Rochester Support Center can more efficiently diagnose the problem and
additional fixes may be recommended.

Ensure the HMC is updated to the latest level before performing these updates.
Server Firmware: Update Policy Set to HMC

When updating server firmware within the same version (for example, SF220_071 to SF220_075) and
the HMC is connected in an Open network, refer to the following Web site: [

&l

0 Internet

Figure 14-35 Server firmware - HMC update policy set to HMC

There are numerous ways of obtaining the i5 firmware which are explained in detail on this
Web page. The main choices are:

» If the HMC has a VPN connection to the Internet, you may choose to download the new
firmware directly to the HMC before installation.

» Download the firmware and burn to removable media (CD-R).

» Order the firmware on CD by using the SNDPTFORD i5/0S command or through Fix
Central using the MHxxxx mark PTFs. For example, the SF225_096 firmware can be

ordered on CD by using requesting PTF MH00254.
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Installing i5 out-of-band firmware updates

In this section we show how to update the i5 firmware through the HMC, using a firmware
update CD.

Console Licensed Internal Code Updates  Selected Wiew  Window  Help

Mavigation Area : Licensed Internal Code Maintenance: Licensed Internal Code Updates

Wlanagement Environment
E rchasash.rchland.ibm.com
7] Server and Partition :
@ Information Center and Setup Wizard
= 7] Licensed Internal Code Maintenance
@ HMC Code Update :
@ Licensed Internal Code Updates
7 HMC Management :
7] Service Applications
E localhostlocaldomain

Licensed Internal Code Updates

Mare Infarmatian

e current release

Figure 14-36 Licensed Internal Code Updates main menu screen

The method used to install a firmware update depends on the release level of firmware which
is currently installed on your system and the release level you intend to install. The release
level of the new firmware can be determined by the prefix of the new firmware levels
filename.

Example: SFXXX_YYY (where XXX = firmware release and YYY= version)
If you are updating the server firmware within the same version (for example, SF230_112 to

SF230_113) then select Change Licensed Internal code for the current release (this
option was called Change Internal Code prior to HMC V4R5)

If you are upgrading server firmware to a new version (for example, SF225_096 to
SF230_113), then select Upgrade Licensed Internal Code to a new release (this option
was called Manufacturing Equipment Specification Upgrade prior to HMC V4R5).

Attention: All ‘Upgrade Licensed Internal Code to a new release’ changes are disruptive.

Change Licensed Internal code for the current release

This example shows how to update the manage system firmware from SF230_112 to
SF230_113 using CD media:

1. Insert the firmware fix CD in to the DVD drive in the HMC.

2. In the HMC Navigation area, click Licensed Internal Code Maintenance.
3. Then click Licensed Internal Code Updates.
4

. In the right-hand window click Change Licensed Internal Code for the current release
(this option was called Change Internal Code prior to HMC V4R5).

5. In the Target Object Selection window, select the target system, and click OK.
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6. In the Change Licensed Internal Code window, select Start Change Licensed Internal
Code wizard, and click OK to continue.

In the Specify LIC Repository window, select the repository location from which you want
to download/install the server firmware fixes, and click OK. The following options are
available:

IBM service Web site: If your HMC has a VPN/modem connection to the Internet you can
use this option to download the latest firmware fixes directly to the HMC.

IBM support system: If your HMC has a VPN/modem connection to the Internet you can
use this option to download from all available levels of firmware directly to the HMC.

» DVD drive: Use this option if your firmware updates are on CD media.

FTP site: Select this option if you previously downloaded the firmware fixes to an internal
FTP server.

» Hard drive: Use this option if you previously downloaded the firmware update the hard
drive of the HMC.

In our example, we select DVD drive as our firmware update is on optical media and click
OK to continue.

8. The Change Licensed Internal Code welcome wizard screen is presented. Click Next to
continue with the update procedure.

9. The Change Licensed Internal Code select install updates is shown (Figure 14-37). This
screen displays the type of concurrency installation to be performed.

Important: If the CD inserted contains a new release rather than a change for the current
release, you will receive an information window stating “There is a new upgrade release
available at the repository - HSCF0051”. Clicking the Cancel button on the window will
start the firmware update process for a new release. These steps are listed in “Upgrade
Licensed Internal Code to a new release” on page 454.

& Change Licensed Internal Code Wizard E]@

Select Managed System and Power LIC to install updates. Click Advanced to view the concurrency
status of the targets, to change the selected targets, or to select a different installation type.

Current LIC repository location: DVD drive

[¥l Managed System and Power LIC

Concurrency status: All updates are disruptive.
Current installation type selegtion: Concurrent install only, with deferred disruptive activate.

Advanced Options...

S <EackJ Mext = | Cancel || Help ||‘?|

Figure 14-37 Change Licensed Internal Code Wizard screen

We can see that in our example, that the concurrency status shows all the updates are
disruptive (this means that the managed system must be rebooted to activate the new
changes). Also shown is the type of installation to be performed, we see that the firmware
install will be concurrent with a deferred disruptive activate (this means that the new
firmware can be installed immediately, with the managed system active, but the new
changes will not be activated until the next system restart). This concept is similar to
applying delayed i5/0S PTFs.
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If you wish to change the type of firmware installation click the Advanced Options button.
The Managed System and Power Licensed Internal Code (LIC) Concurrency window is
presented (Figure 14-38).

£ Managed System and Power Licensed Internal Code (LIC) Concurrency
Click a table row and click View Information to see the activated and retrievable LIC levels for that target.
Current LIC repository location: DVD drive

Target |TargetName Concurrency Status
[l 9406-520%10EF 36E All must be disruptively activated.

Wiew [nformation...

Select the type of installation to perform

(] Concurrent install only, with deferyed disruptive activate

(' Disruptive install and activate

[ ok ][ cancel || Hew [7]

Figure 14-38 Licensed Internal Code Concurrency screen

The available options for the firmware installation are shown. We decide to leave the
installation as Concurrent. If we changed the install to disruptive, then any running
partitions would need to be ended and the managed system restarted when we start the
update process.

If you wish to see the further details of the this installation click the View Information
button. The Managed System and Power Internal Code (LIC) Level Details panel is
opened (Figure 14-39).

£ Managed System and Power Licensed Internal Code (LIC) Level Details
Click a table row and click View Details to see additional information ahout the LIC levels based on the current type of
installation.
Target name: 9406-520*10EF36E
Current LIC repository location: DVD drive
Type of installation: Concurrent install only, with deferred disruptive activate.
Machine Typel Retrievable Retrievable

EC Modelf i;tiv}teﬁ__.—ﬁmm&nk Disruptive

MHumber LIC Type Serial Mumber y el Activate Level We Level

015F230 | Managed Systern 9406-520"1 0EF36E 112 A 113

Wiews Details...
| Close | | Help " ? |

Figure 14-39 The Managed System and Power LIC Level Details panel

This panel shows the current running (activated level) firmware and the projected
(retrievable level) new firmware and the type of installations available.

We click close and then OK to return back to the original screen shown Figure 14-37.
Click Next to continue with the Change Licensed Internal Code wizard.
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10.The Hardware Management Console License Agreement panel is then shown
(Figure 14-40).

£ Hardware Management Console License Agreement E]@

This Hardware Management Console manages a Machine which includes built-in caomputing
resources such as processars, memaory, starage, processing capacity identified as interactive
pracessing capacity or 5250 OLTP capacity, workload specific resources {such as resources
dedicated to a specific operating system, programming language or application) andfor other
camputing resources that are to remain inactive until purchased arwhose use is restricted
("Built-in-Capacityy. This Builkin-Capacity is protected by cerain technological measures. You
agree to implementation of such technological measures, including without limitation, that the
Machine may automatically deactivate or reclaim unauthorized Buil-in-Capacity. You agree not
to circurmvent such technalogical measures, or use a third party or third party product to -

Some third party code ["Separately Licensed Code")is provided to you under the specific terms of different
license agreements. Such license agreements and any notices or irformation associated with them may be
found in 3 README file titled “fopthscidatabroweserfen_UShsc_license_readme html". Future updstes or
fixpacks may also cortain such code components. Your use of each listed third party component is subject
solely ta the terms and conditions of such other license agreement. By using or not uninstalling such third
party code you acknowdedge and agree to all such license agreements, notices and infor mation, including
those provided only inthe English language. 1BM provides the Separately Licensed Code on =n "AS |5"
basi=. IEM AND THIRD PARTIES DISCLAIM ANY AND ALL EXPRESS AND IMPLIED WARRANTIES AND
CONDITIONS.

Usage of the Hardware Management Console is subject to the terms and conditions ||
of the followina license aoreerment.

| Accept || Do Mot Accept | “

Figure 14-40 HMC License Agreement screen - update release

You should read the licensed agreement before clicking the Accept button.

11.The Change Licensed Internal Code Wizard Confirmation screen appears
(Figure 14-41).This screen shows all the managed systems that will be updated and the
type of update. You can use the View Levels button to see the level of firmware to be
installed.

& Change Licensed Internal Code Wizard - Confirm the A... E]@
You are about to start concurrent install with deferred disruptive activate.
Click Finish, and wait for the install operation to end. To complete the deferred
activation, use the Change Licensed Internal Code advanced feature option
“Disruptive activate” on each of the targeted systems.

The following LIC types will be updated on each target.

Click a table row and click View Levels to see the levels that will be active for
that target after the operation completes.

Managed System
Target Mame and Power I]6]
9406-520%1 DEF36E yes no

Wiew Levels...
< Back | Enish || cancel || Hew |7

Figure 14-41 Change LIC Confirmation screen

In our example, we click Finish to start the installation of the firmware.
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12.The Change Licensed Internal Code Wizard Progress window appears

(Figure 14-42).When you install server firmware updates on the t-side, the existing
contents of the t-side are permanently installed on the p-side first.

et Change Licensed Internal Code Wizard Progress E]@

Function duration time: 00:17:00

Elapsed time: 00:00:09
Object Name | Status
9406-520%1 0EF 36E Starting operation.

et Change Licensed Internal Code Wizard Progress E]@
Function duration time: 00:17:00

Elapsed time: 00:01:17
Object Name | Status
9406-520%1 0EF 36E Installing updates.

: Q Change Licensed Internal Code Wizard Progress E]@J
Function duration time: 00:17:00

Elapsed time: 00:21:06
Object Name Status
9406-520"1 0EF36E Cormpleted
[ 0]

[rew 7]

Figure 14-42 Change LIC Wizard - Starting Change LIC Wizard - status window

In our example the new firmware is installed after 20 minutes. To activate this new level of
code, a complete restart of the managed system is required. After you have restarted the
managed system, use one of the methods shown in Section 14.2.3, “Displaying the current
firmware levels” on page 446 to see the new firmware levels.

This completes the installation of managed system firmware from the HMC.

Upgrade Licensed Internal Code to a new release

This example shows how to update the manage system firmware from SF230_096 to
SF230_113 using CD media:

1.

Insert the firmware release upgrade CD in to the DVD drive in the HMC.

2. In the HMC Navigation area, click Licensed Internal Code Maintenance.
8.
4. In the right-hand window click Upgrade Licensed Internal Code to a new release (this

Then click Licensed Internal Code Updates.

option was called Manufacturing Equipment Specification Upgrade prior to HMC V4R5).

5. In the Target Object Selection window, select the target system, and click OK.

6. In the Specify LIC Repository window, select the repository location from which you want

to download/install the server firmware release upgrade, and click OK. The following
options are available:

IBM service Web site: If your HMC has a VPN/modem connection to the Internet you can
use this option to download the latest firmware fixes directly to the HMC.

IBM support system: If your HMC has a VPN/modem connection to the Internet you can
use this option to download from all available levels of firmware directly to the HMC.

DVD drive: Use this option if your firmware updates are on CD media.

FTP site: Select this option if you previously downloaded the firmware fixes to an internal
FTP server.
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In our example, we select DVD drive as our firmware release upgrade is on optical media
and click OK to continue.

7. The Hardware Management Console License Agreement panel is then shown
(Figure 14-43).

£ Hardware Management Console License Agreement E]@]T

This Hardware Management Console manages a Machine which includes built-in computing
resources such as processors, memaory, storage, processing capacity identified as interactive
processing capacity or 5250 OLTP capacity, workload specific resources (such as resources
dedicated to a specific operating system, programming language ar application) andiar ather
computing resources that are to remain inactive until purchased orwhose use is restricted
("Built-in-Capacity). This Built-in-Capacity is protected by certain technological measures. You
agree to implementation of such technological measures, including without limitation, that the
Machine may automatically deactivate ar reclaim unautharized Built-in-Capacity. You agree not
to circumvent such technological measures, or use a third pary or third pary product to

4]

Some third party code ["Separately Licensed Code"]is provided to you under the specific terms of different
license agreements. Such license agreements and any notices or information associated with them may be
found in 2 README file titled "“opthscidatabrowserfen_UShsc_license_readme.btml".  Future updates or
fixpacks may also contain such code components. Your use of each listed third party component i= subject
solely ta the terms and conditions of such other license agreement. By using or not uninstalling such third
party code you acknowdedge and agree to all such license agreements, notices and information, including
those provided only in the English language. |EM provides the Separately Licensed Code onan "AS [5"
basi=. IEM AND THIRD PARTIES DISCLAIM AN AND ALL EXPRESS AND IMPLIED WARRANTIES AND

CONDITIONS. ‘

Usage of the Hardware Management Console is subject to the terms and conditions
of the followina license aoreement.

| Accept | Do Mot Accept [

Figure 14-43 HMC License Agreement screen - upgrade release

You should read the licensed agreement before clicking the Accept button.

8. The Upgrade LIC - Confirm the Action window appears (Figure 14-44). The current EC
number (current installed firmware level) and the new EC number (new firmware level to

be installed) are shown.

—
e Upgrade Licensed Internal Code - Confirm the Action E]@

You are about to start Upgrade Licensed Internal Code.
This table lists the EC numbers that will be current on each target after the operation completes.

Machine Typel

hodels —
Target Mame LIC Type | Serial Murmber / Current EC Mumbhber m

9406-550%10F17AD Managed System 9406-550%10F17AD 015F225 015F230

A Complete the actions listed and click OK to begin the upgrade.

Quiesce any applications currenthy running on your operating systems for the systems listed below.

System |
9406-550%1 0F17AD

ok [ cancel || vew |2

Figure 14-44 Upgrade LIC - Confirm the Action screen
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In our example we see a current EC number of 01SF225 and a new EC number of 01SF230.
We also see that the following message is displayed on the HMC window:

Quiesce any applications currently running on your operating systems for the
systems Tisted below.

This message means that you will need to manually shut down all logical partitions on this
managed system before continuing. If you do not power down these partitions, they will be
shutdown abnormally during the firmware release upgrade.

Click OK to start the upgrade of the licensed internal code

9. The upgrade of the firmware starts, the status windows for the licensed internal code
upgrade are shown below (Figure 14-45).

(@ Upgrade Licensed Internal Code Progress E]@

Elapsed time: 00:00:07

Object Name Status
9406-520%1 0EF 36E Starting operation.

_ et Upgrade Licensed Internal Code Progress E]@

““| Etapsed time: 00:00:45

Object Name Status
9406-520%1 0EF 36E Activating updates - Power Off.

{Q Upgrade Licensed Internal Code Progress E]@

Elapsed time: 00:04:09

Object Name Status
9406-520%1 0EF 36E Installing updates.

et Upgrade Licensed Internal Code Progress = I:_I1
Elapsed time: 00:27:41

Object Mame Status
9406-520%1 0EF 36E Activating updates - Restarting FSP.

(@ Upgrade Licensed Internal Code Progress E]@

Elapsed time: 00:29:14

efe]

Object Name Status
9406-520%1 0EF 36E Activating updates - Power On.

(@ Upgrade Licensed Internal Code Progress E]@

Kl || Elapsed time: 00:47:23
Object Mame | Status
9406-52071 0EF 36E Completed

] [»]

e |2

Figure 14-45 Upgrade LIC - progress windows

In our example the new firmware is installed after 47 minutes. You should verify the new
firmware levels by using one of the methods shown in Section 14.2.3, “Displaying the current
firmware levels” on page 446 to see the new firmware levels.

This completes the release upgrade of the managed system firmware from the HMC.
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14.2.5 Updating firmware through an i5/0OS service partition (in-band)

This section shows how to update the i5 firmware via an i5/0S service partition. The
examples contained in this section are based on firmware levels available at the time of
writing this redbook and may change with future releases.

Important: We recommend that you install HMC fixes before you upgrade to a new server
firmware release.

Obtaining i5 in-band firmware updates

You should consult the IBM i5 recommended fixes Web site link below for information on
firmware updates.

http://www-912.ibm.com/s_dir/sTkbase.nsf/recommendedfixes

Figure 14-46 shows an example of this fix support Web site:

<23 IBM eServer iSeries Technical Support: Recommended fixes - Microsoft Internet Explorer

File  Edit View Favorites Tools  Help :;'

Address @3http:ll’,fwww-gl2.ibm.com,l’s_dir,l’slkbase.nsF,l’recommendedFixes b Go Links **

Country /region | Ter f uze -

Home Products Services & solutions Support & downloads My account
Servers [ - . . =
IBM @server-
Hardware Recommended fixes
Support
- iSeries support search Get the latest fix information directly from the Rochester Support Center X
- Regisicr without a telephone call, You can locate the fix for a specific problem or Use Le_”tral te
obtain the latest fixes for your iSeries family system. download fixes to your
o Fzadlbhadk iSeries family system.
Services Recommended for all systems
Software . . Problem Reporting
all systems will stay current on the latest Curmulative PTF Package, HIPER )
Solutions Group PTF, and Database Group PTF that are listed in the table belaw, Click Use the Software Service
5 on a PTF ID to view detailed information about the PTF. Request to report a
Education software problem or to
; ashk a technical
Library V5R3 V5R2 V5R1 question,
(et CUM Package 3530 5F99520 5F99510

Success stories

HIPER Group SF° ) SF995193 SF39037
Database Group SF39503 SF39502 SF39501
Related links
- developerworks Recommended for specific products or functions
= alphaWworks
- iSeries Mation Consider the specific products and functions that are crucial for your system

- IBM Business Partners environment and applications. The Support Center provides additional
information for a number i

lect your release: @ vsrR3a O wvsrz O wvsri O v4rs

Then select a topic:
Server Firmware: Update Policy Setto Operating Systerm j @

\_{l  Internet

Figure 14-46 i5 recommended fixes Web site - in-band

You should select Server Firmware: Update Policy Set to Operating System from the drop
down topic window and click Go.
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The next screen shown is the iSeries Recommended Fixes - Server Firmware: Update Policy
Set to Operating System Web page (Figure 14-47)

&1 1BM eServer iSeries Support: Recommended Fixes - Server Firmware: Update Policy Set to Operatin - Microsof... g@

 Address | @] http: jwww-512.ibm. com/s_dir skbase.nsfibmscdirect/604392740F 84644985 256FD 300602985 v Go &

: File Edit View Favorites Tools Help ! Links ¥
= = = = - =

support ISeries Recommended Fixes - Server Firmware: ]

- iSeries support search = =

_ Update Policy Set to Operating System

» Register

- Feedback » Document Information

Services

Software Server Firmware: Update Policy Set to Operating System

TRIEITE Mote: This information does not apply to Model 595 systems. Model 595 systems server firmware policy

Education can be managed by an HMC only.

L This document applies to IBM® i5/05™ systems that have the Firmware Update Policy set to Operating

Literature System or systems not managed by an HMC. Server firmware fixes are ordered (using the
SNDPTFORD command or Fix Central) and installed as PTF= using traditional i5/05 PTF installation

Success stories functions. These PTFs have a prefix of MH and are ordered using the Marker PTF (including requisites):

Mote: If server firmware is updated through the operating system (and the system has an HMC), it is

highly recommended to update the HMC to the latest level before performing these updates. Cumulative
Related links PTF packages and the HIPER Group package contain server firmware fixes and should be included when
. developerWorks considering if an HMC update is required. Order the Marker PTF specified when Firmware Folicy is set
to Operating System (or if no HMC is attached).

- iSeries Nation

[EM Business Partners  |Date Added |Marker PTF Description Order

Version_Level PTF

03/16/2005 |MHO0248 SF225_096 Latest version SF225 fix pack. E Go

This is the most recent server firmware

available.
12/20/2004 |MHO019% SF222_075 Latest version SF222 fix pack Go
12/20/2004 |[MHOO0150 SF220_051 Latest version SF220 fix pack Go
12/20/2004 |MHO0095 SF210_029 Latest version SF210 fix pack Go :

v
&)  Internet

Figure 14-47 i5 recommended fixes Web site MHxxxxx- in-band

There are numerous ways of obtaining the i5 firmware. Normally the firmware is ordered by
using a marker PTF MHxxxxx. This marker PTF may have several co-requisite PTFs which
make up the firmware package.

» Order a firmware MHxxxxx [l marker PTF electronically or on CD by using the
SNDPTFORD i5/0S command or Fix Central. For example, the SF225_096 firmware can
be ordered by using requesting PTF MH00248.

» Order the firmware by clicking the Go link @ and ordering through the Internet. You must
have a registered IBM ID to order the HMC fixes through the Internet.

» MHxxxxx PTFs are also contained in both Cumulative PTF packages and the HIPER
Group package. You should check which firmware PTFs are included in these packages
before installing.

Installing i5 in-band firmware updates

In this section we show how to update the i5 firmware through an i5/0S service partition using
the MHxxxxx marker PTFs. After you have received the MHxxxxx PTFs they should be
loaded and applied using the standard i5/0S PTF procedure. Our example shows how to
update the managed system firmware from SF220_075 to SF225_096 using the marker PTF
MHO00248. The system used in this exercise is running on the b-side for i5/0OS and the t-side
for the server firmware - recommend normal system operations. Our example is based on
firmware levels available at the time of writing this redbook and may change with future
releases.

Important: You must have your firmware update policy set to operating system AND have
one of your i5/0S partitions set to be the service partition to be able to update the
managed systems firmware through the in-band method.
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Figure 14-48 shows our current firmware levels before we install and apply our marker PTF.
see “Using the i5/0S service partition to display firmware levels” on page 447 to view your
own system firmware levels.

We can see that our system firmware update policy is set to operating system by the OS
MANAGED key word show below.

Display Formatted Data
Page/Line. . . 1/ 4
Columns. . . : 1 -78

LS Flash Sync Enabled.
0S MANAGED
MiKeyword: NVRAM: SF222_075

Side Date/Time MI Keyword PTFs

Memory 20041215/1425  SF222.075 wh0O199
Flash P 20041215/1425 SF222_075 MH00199

Flash T 20041215/1425 SF222_075 MH00199

Load Source A 20041215/1425 SF222_075 MH00199

Load Source B 20041215/1425 SF222_075 MH00199
Bottom

Figure 14-48 i5/0S firmware levels before PTF installation

Important: We recommend that you install HMC fixes before you upgrade to a new server
firmware release.

The following commands are issued from the i5/0S service partition 5250 command line:

1. Load the firmware PTFs on your service partition. In our example, we used Fix Central to
download the marker PTF MH00248 and its co-requisite directly to the service partition.

a. LODPTF LICPGM(5722999) DEV(*SAVF) SELECT(MHO00230)
SAVF(*LIBL/QMHO00230)

b. LODPTF LICPGM(5722999) DEV(*SAVF) SELECT(MH00251)
SAVF(*LIBL/QMH00251)

c. LODPTF LICPGM(5722999) DEV(*SAVF) SELECT(MH00252)
SAVF(*LIBL/QMH00252)

d. LODPTF LICPGM(5722999) DEV(*SAVF) SELECT(MH00248)
SAVF(*LIBL/QMH00248)

2. Apply the marker PTF as a delayed PTF along with its co-requisite PTFs:
APYPTF LICPGM(5722999) SELECT(MH00248) DELAYED(*YES) APYREQ(*YES)
We receive message - CPI35A1 Licensed internal code fixes set to be temporarily applied.
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. We use the i5/0S DSPPTF command to see the status of the applied PTFs (see

Figure 14-49). There is a new PTF status indicator for the firmware PTFs. Notice in the
status field that our firmware PTFs are set as ‘Not applied - IPL. This new status means
that we must perform a system IPL (shutdown of all partitions and restart the managed
system) to activate the new firmware PTFs.

Display PTF Status
System: XXXXXXXX

Product ID . . . . . . . . . . . . . 5722999
IPL source . . . . . . . .« . . . . ##MACH#B ##SERV#T
Release of base option . . . . . . . : V5R3M0 LOO

Type options, press Enter.

5=Display PTF details 6=Print cover Tetter 8=Display cover letter

PTF IPL
Opt ID Status Action
MH00252 Not applied - IPL Yes
MH00251 Not applied - IPL Yes
MH00248 Not applied - IPL Yes
MH00247 Superseded None
MH00246 Superseded None
MH00245 Superseded None
MH00242 Superseded None
MH00241 Superseded None
MH00240 Superseded None

More...

F3=Exit Fl1l=Display alternate view F17=Position to F12=Cancel

Figure 14-49 PTF status screen before system IPL

4. Next we shut down ALL other partitions on the managed system (except the service

partition).

5. Finally, we power down the service partition using the i5/0S PWRDWNSYS command.

PWRDWNSYS OPTION(*IMMED) RESTART(*YES) IPLSRC(B)

When you shut down the i5/0S service partition the system reference code D6xx430B
(copy firmware to the t-side) or D6xx430A (copy firmware to the p-side) might be
displayed for an extended period of time. The xx should increment periodically and is a
normal part of processing when server firmware fixes are being installed. When the
service partition has finished installing the new server firmware, the managed system will
be automatically restarted. You must allow the server to complete the processing; do not
interrupt this process. In our exercise this process took around 40 mins to complete.
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6. When the service partition is active, check the PTF status with the i5/0S DSPPTF
command and firmware levels again from the DST/SST environment. Figure 14-50 shows
our firmware levels after the system IPL.

Display Formatted Data
Page/Line. . . 1/ 4
Columns. . . : 1 -78

LS Flash Sync Enabled.

0S MANAGED

MiKeyword: NVRAM: SF222_075

Side Date/Time MI Keyword  PTFs
Memory 20050311/1416 SF225 096  MH00248
Flash P 20041215/1425 SF222_075 MH00199
Flash T 20050311/1416 SF225 096  MH00248

Load Source A 20041215/1425 SF222_075  MH00199

Load Source B 20050311/1416 SF225 096  MH00248
Bottom

Figure 14-50 i5/0S firmware levels after PTF installation

This completes the installation of i5 in-band firmware updates.
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15

HMC Access Password Reset
Using Advanced System
Management Interface (ASMI)

The HMC Access password is a managed system password used to authenticate the HMC.
It is one of three managed system passwords set when the system is first installed. Using
Advanced System management Interface (ASMI), you can reset the HMC Access password if
the password is lost. You can access ASMI via a Web browser, an ASCII console, or HMC. In
this section, we will access ASMI via HMC or Web browser only.
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15.1 Accessing the ASMI using the HMC
To access the Advanced System Management Interface using the Hardware Management
Console (HMC), complete the following steps:
1. Ensure that the HMC is set up and configured properly.
In the HMC console navigation area, expand the managed system you want to work with.
Expand Service Applications and select Service Focal Point.
In the content area, select Service Utilities.
From the Service Utilities window, select the managed system you want to work with.

From the Selected menu, select Launch ASM menu to display ASM interface.

o g~ 0Db

15.2 Accessing the ASMI using a Web browser

To access the Advanced System Management Interface using a Web browser, access the
Service Processor using the following method:

https://ServiceProcessorlPAddress/

or

https://ServiceProcessorHostName/
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When your Web browser is connected to ASMI, the Web browser will display ASMI main
page as shown in Figure 15-1. Sign-in to ASMI as user admin and enter the password for
user admin. The default password for user admin is admin.

&1 Advanced System Management - Microsoft Internet Explorer E]@
File Edit View Favorites Tools Help ;',‘
Q Back - Iil |El . /.- ) Search , Favorites ‘y‘ Media {;‘ 5 B

Links @j = Idress Ej http: /fiumhme 10.rchland.ibm, com: 4411 /asmproxy fasmproxy.jsp?ip=1392. 168, 255, 254 v a Go
' ' Copyright © 2002, 2005
[BM Corporation.

All rights reserved.

Server-9406-520-SN10EF36E

Welcome

Machine type-model: 9406-520
Serial number: 10EF36E

Date: 2005-5-2

Time: 16:04:21 UTC

Langunage: ; i
guag Service Processor: Primary

English |+

&] Dane % Local intranet

Figure 15-1 ASMI main page
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After you have logged into ASMI, the Web browser will display the ASMI main menu as

shown in Figure 15-2.

| &1 Advanced System Management - Microsoft Internet Explorer

=]

File Edit View Favorites Tools Help

QBack -

lnks &) *
dvanced ¢
User ID: admin
all menus

Power/Re Control
System Service Aids

stem Config
etwork Servi

[f] Login Profile
‘h g

@:{ Expand this menu

em Manageme

iﬂ |EL| ;. /."\: Search ‘:_;;I_‘:.;‘Favorihes '_I}Media £2) = E B

Address .Ej https:/f9.5.17. 168 cgi-bin/cgi

vﬂGo

 Copyright © 2002, 2005
All rights reserved.

Server-9406 SN10EF36E SE230 113

Welcome

Machine type-model: 9406-520
Serial number: 10EF36E

Date: 2005-5-2

Time: 18:08:16 UTC

Service Processor: Primary

Current users

UserID | Location
admin (9.10.132.48
admin (9.181.14.12
admin  9.10.132.196

é @ Internet

Figure 15-2 ASMI main menu
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To change HMC Access password after you logged into ASMI, perform the following steps:

1. Select the Login Profile menu and expand it. It will display four sub-menus, they are
Change Password, Retrieve Login Audits, Change Default Language, and Change
Installed Language.

2. Select the Change Password menu (Figure 15-3).

| @ Advanced System Management - Microsoft Internet Explorer

File Edit View Favorites Tools Help

QBack - J Iﬂ |EI-| ;. /_"‘Z Search ‘E;IT:..;’Favorihes @Media £ = E

Links ,Ej * |1 Address Ej https: /{9.5. 17, 168,cgi-binfcgi

w ﬂGo

Copyright © 2002, 2005
IBM Corporation.
All rights rezerved.

[N [ser ID- admin Server SN10EF36E

d all menus Welcome
apse all menus

Machine type-model 9406-520

Powerl ( ;
System ids Serial number: 10EF36E
Date: 2005-5-2
System Configuration Time: 18:08:16 UTC
Network ices Service Processor: Primary
On Demand Utilities Current users

(‘or‘u:urrérlt Maintenance -
- ° User ID| Location

admin |9.10.132.48
admin |9.181.14.12
admin  9.10.132.196

é @ Internet

@'} Change Password

Figure 15-3 Select Change Password menu from Login Profile
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3. Select the user ID of the user whose password you wish to change. In order to change the
HMC Access password, select the HMC user ID from the drop down menu (Figure 15-4).

| @ Advanced System Management - Microsoft Internet Explorer

468

LU User ID: admin

d all menus
e all menus

Power/R Control
System Se
System Inform:
tem Configuration
etwork Services

On Dem
Concurrent Maintenance
= Login Profile
Change Password
Retrieve Login Audits
Change Default La
Update Installed Lz

File Edit View Favorites Tools Help
QBack @ |£| |£| ;\; /_- ! Search ‘:_::-.':_I:»'Favorihes @Media 6} o .’__ 4 B
Links @] > @ Address @] https://a.5. 17. 168/cgi-bin/cgi v| B e
Copyright © 2002, 2005
IBM Corporation.
All rights reserved.

B

SE230 113

Change Password

User ID to change: | HMC |+
general

admin

HiC
3

New password for user:

Current password f]

New password again:

7)

i @

é % Internet

Figure 15-4 Select user ID HMC to change HMC access password
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4. Enter the admin current password, insert the new password for the HMC Access user, and

re-enter the new password as shown in Figure 15-5.

| &1 Advanced System Management - Microsoft Internet Explorer [;]@
: File Edit View Favorites Tools Help L)

QBack - Iﬂ IELI ; /.- ) Search

: Links @j it

b aGo

Address E https: /9.5, 17. 168 cgi-bin/cgi

Copyright © 2002, 2005
IBM Corporation.
All rights reserved.

LN [ser ID- admin Server-9406 SN10EF36E S5E230_113

d all menus Change Password
all menus
User ID to change:|HMC [+ @
Current password for user ID admin: sessss @
istem Configur
etwork Se ; New password for user: *eeese @
New password again: #esess @
[ Continue _
@j é Q Internet

Figure 15-5 Enter password for admin and HMC
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5. If the admin password was not entered correctly, ASMI will notify the failure and the HMC
Access password is not changed as shown in Figure 15-6.

&1 Advanced System Management - Microsoft Internet Explorer g@

File Edit View Favorites Tools Help ;',’
GBack - . Iﬂ |EI-| ; /" ) Search ‘/1\ Favorites @Media Fie - .__'_ — H

Links 48] > <= | @] https://3.5.17. 168 /cgi-bin/cgi i a Go

| _ Copyright © 2002, 2005

R e o | e - | & IBM Corporation.

\dvanced System Management™ S5 T

@;1 Update Installed Languages é  Internet

LR [Jser ID- admin Server-940 SN10EF36E SF230_113

menus Change Password
I menus

The password was not changed You did not enter the current password
Power/Restart Control correctly.

System Service Aids
System Information

System Configuration

On Dem ilities Q
Concurrent Maintenz
E Login Profile

nge P

Figure 15-6 Wrong current password notification from ASMI
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6. Click Continue to change the HMC Access password. ASMI will notify you if the password
has been changed successfully (Figure 15-7).

| &1 Advanced System Management - Microsoft Internet Explorer g@

Fle Edit View Favorites Tools Help -l
OBack - S lﬂ lg'l , /-‘: Search ‘:_::-‘:_I;"Favorites @ veda 2 - ( e |7

Links @] * | Address [@] https://9.5. 17, 168/cgi-bin/cgi v| B so

_ _ Copyright © 2002, 2003

Advanced System Management™ S5 S SN b

LN [ser ID- admin Server-9406-520-SN10EF36E S5E230_113

Expand all menus Change Password
B Colla all menus

Operation completed successfully.

tem Configur,
etwork S

Concl

é @ Internet

Figure 15-7 Change password completed

After resetting the HMC Access password, you can use it to authenticate HMC to the
Managed System.

If you have lost your administrator password, you cannot reset the HMC Access password
until you know your current administrator password. There are two methods to reset the
administrator password:

1. Use the reset toggle jumpers on the service processors.

2. Contact your service providers.

To reset the toggle jumpers on the service processor, move both reset toggle switches to the
opposite direction from current position. Please note that the last method of resetting toggle
switches will cause loss of all configuration data, including passwords, partition information,

profiles, and networking configurations. Please contact your local support representative for
this activity.
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HMC command list

This appendix contains the following topics:

HMC CLI Introduction

HMC CLI Commands listed by task
HMC CLI Commands listed by name
HMC CLI Commands listed by category
HMC CLI Command usage

HMC CLI Command attributes

vVvyvyvyYYyvyy
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HMC CLI introduction

The primary intention of the HMC CLI (Command Line Interface) is for the creation of scripts
to automate the management of partition profiles. For example, a script could move
processing resources into a partition for nightly batch processing and move those resources
back before the start of daily operations in the morning.

HMC command naming convention

HMC commands are named following the UNIX naming convention for commands. In
particular:

» mk is used for create/make actions.

» s is used for list/query actions.

» chis used for change/modify actions.
» rmis used for remove/delete actions.

Table A-1 shows the correlation between OS/400 command verbs, like DSP for display, and
their UNIX counterparts.

Commands follow the form of verb plus an abbreviated name of the object on which the
operation will be performed.

Table A-1  OS/400 command verbs and UNIX equivalent cross reference

0S/400 command verb UNIX equivalent
DSP (Display) 1s (List)

CRT (Create) mk (Make)

CHG (Change) ch (Change)

DLT (Delete) rm (Remove)

Note: Help for a command can be obtained by specifying the parameter --help on the
command line. Any other parameters are ignored.

HMC CLI commands listed by task

Table A-2 lists the various partition and profile tasks along with the respective HMC CLI
command.

Table A-2 HMC commands by task

Task HMC CLI command
Activate partition chsysstate

Activate system profile chsysstate

Add a physical I/O slot to a partition chhwres

Add memory to a partition chhwres

Add processors to a partition chhwres

Create LPAR mksyscfg

Create LPAR profile mksyscfg
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Task HMC CLI command
Create system profile mksyscfg
Delete LPAR rmsyscfg
Delete LPAR profile rmsyscfg
Delete system profile rmsyscfg
Determine DRC indexes for physical I/O slots Ishwres
Determine memory region size Ishwres
Fast power off the managed system chsysstate
Get LPAR state Issyscfg
Hard partition reset chsysstate
List all partitions in a managed system Issyscfg
List all systems managed by the HMC Issyscfg
List I/0O resources for a managed system Ishwres
List LPAR profile properties Issyscfg
List managed system properties Issyscfg
List memory resources Ishwres
List processor resources Ishwres
List system profile properties Issyscfg
List virtual 1/0 resources for a managed system Ishwres
Modify LPAR profile properties chsyscfg
Modify LPAR properties chsyscfg
Modify managed system properties chsyscfg
Modify system profile properties chsyscfg
Move a physical I/O slot from one partition to another chhwres
Move memory from one partition to another chhwres
Move processors from one partition to another chhwres
Power off the managed system chsysstate
Power on the managed system chsysstate
Re-IPL the managed system chsysstate
Remove a physical I/O slot from a partition chhwres
Remove memory from a partition chhwres
Remove processors from a partition chhwres
List LPAR properties Issyscfg
Soft partition reset chsysstate
Validate a system profile chsysstate
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HMC CLI commands by name

Table A-3 lists the HMC commands by name.

Table A-3 HMC commands listed by name

Command Description Associated tasks
chhwres Change system memory and Add a physical 1/O slot to a partition
processor resources Add memory to a partition

Add processors to a partition

Move a physical I/O slot from one partition to
another

Move memory from one partition to another
Move processors from one partition to another
Remove a physical I/O slot from a partition
Remove memory from a partition

Remove processors from a partition

chsyscfg Change system configuration Modify LPAR properties

Modify LPAR profile properties
Modify managed system properties
Modify system profile properties
Change system state - chsysstate
Activate partition

Activate system profile

Fast power off the managed system
Hard partition reset

Power off the managed system
Power on the managed system
Re-IPL the managed system

Soft partition reset

Validate a system profile

chsysstate Change system state Activate partition

Activate system profile

Fast power off the managed system
Hard partition reset

Power off the managed system
Power on the managed system
Re-IPL the managed system

Soft partition reset

Validate a system profile

Ishwres List the hardware resources of a | Determine DRC indexes for physical I/O slots
managed system Determine memory region size

List I/O resources for a managed system

List memory resources

List processor resources

List virtual 1/O resources for a managed system

Issyscfg List system configuration Get LPAR state

information List all partitions in a managed system
List all systems managed by the HMC
List LPAR profile properties

List LPAR properties

List managed system properties

List system profile properties

mksyscfg Create system configuration Create LPAR profile
Create system profile
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Command Description Associated tasks

rmsyscfg Remove system configuration Delete LPAR
Delete LPAR profile
Delete system profile

HMC CLI commands by category

The following section discusses how to perform various functions using the HMC CLI. The
functions are broken down into categories, managed system, DLPAR, etc.

Working with the managed system

Here we list the commands for working with the managed system.

Powering on the managed system
Use the chsysstate command to power on the managed system. This power on option is
similar to a “White Button” power on. Enter the following command:

chsysstate -r sys -m <managed system> -0 on

Powering off the managed system

Use the chsysstate command to power off the managed system. This can be done in two
ways.

To power off a managed system, type the following command:

chsysstate -r sys -m <managed system> -o off

You can also perform a fast power off of a managed system. To do this, type the following
command:

chsysstate -r sys -m <managed system> -o fastoff

Re-IPLing the managed system
To re-IPL the managed system, enter the following command:

chsysstate -r sys -m <managed system> -0 reipl

Modifying the managed system properties

Use the chsyscfg command to change the properties of a managed system. The following
example shows how to change the managed system's user-defined name and power off
policy:

chsyscfg -r sys -m <managed system> -i "new_name=squadronsl,power_off_policy=0"

Valid attributes, specified with the —i flag, include:

ipl_side

ipl_speed
ipl_speed_override
new_name
power_off_policy
service_lpar_id
service_lpar_name

vyVVyVYyVYVYYVYY

Command attributes are discussed in “HMC CLI command attributes” on page 494.
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Listing all systems managed by the HMC

Use the 1ssyscfg command to list system configuration and managed system MTMS
information. To list the properties of all systems managed by this HMC, enter the following:

1ssyscfg -r sys
To list only the user-defined names, model types, serial numbers, and states for all of the
systems managed by this HMC, enter:

1ssyscfg -r sys -F name,type_model,serial_num,state --header

Note that after executing this command, <type_model> concatenated with * then with
<serial_num> represents the MODEL-TYPE*SERIAL, or MTMS, for the managed system.

Listing a managed system's properties
To list a specific managed system's properties, enter:

1ssyscfg -r sys -m <managed system>

Working with logical partitions
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This section describes the commands for working with logical partitions.

Creating LPARs
Use the mksyscfg command to create a partition.

The following example shows how to create an AlX/Linux partition:

mksyscfg -r 1par -m <managed system>

—i"lpar_id=2,name=aix1inux_lpar2,profile_name=profl,lpar_type=aixlinux,boot_mode=norm,sfp_s
urveillance=1,desired_procs=1,min_procs=1,max_procs=1,min_proc_units=0.1,desired_proc_units

=0.5,max_proc_units=0.5,proc_type=shared, sharing_mode=cap,desired_mem=400,min_mem=400,
max_mem=400,auto_ip1=1,power_ctrl_lpar_ids=0,i0_slots=553713666/65535/1"

The following example shows how to create an OS/400 partition:

mksyscfg -r l1par -m <managed system>

—i"Tpar_id=3,name=0s400_1par3,profile_name=profl,lpar_type=0s400,sfp_surveillance=1,desired
_procs=1,min_procs=1,max_procs=1,min_proc_units=0.1,desired_proc_units=0.5,max_proc_units=0

.5,proc_type=shared, sharing_mode=cap,desired_mem=400,

min_mem=400,max_mem=400,auto_ip1=1,power_ctrl_Tpar_ids=0,i0_slots=553713699/65535/1,10ad_so

urce_s1ot=553713699,console_slot=553713699,min_interactive=0,desired_interactive=0,
max_interactive=0"

Valid attributes, specified with the —i flag, are listed below in Table A-4.

Table A-4 Command attributes for mksyscfqg -i parameter

name desired_proc_units min_proc_units Ipar_id
max_proc_units ecs_slot profile_name Ipar_io_pool_ids
shi_windows Ipar_type io_slots alt_console_slot
cluster_id boot_mode shi_device_ids sharing_mode
sfp_surveillance console_slot desired_procs auto_ipl
shi_config_mode min_procs power_ctrl_Ipar_ids alt_load_source_slot
max_procs virtual_opti_pool_id virtual_serial_adapters | desired_mem
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name

desired_proc_units

min_proc_units

Ipar_id

hsl_opti_pool_id

load_source_slot

min_mem

min_interactive

virtual_scsi_adapters

max_mem

desired_interactive

uncap_weight

proc_type

max_interactive

virtual_eth_adapters

max_virtual_slots

Tip: Instead of entering configuration information on the command line with the -1 flag, the
information can instead be placed in a file, and the filename specified with the -f flag.

Command attributes are discussed in “HMC CLI command attributes” on page 494.

Listing all partitions in a managed system
Use the Tssyscfg command to list all partitions in a managed system.

To do this, enter:

1ssyscfg -r lpar -m <managed system>

To list only the names, IDs, and states of all partitions in a managed system, enter:

1ssyscfg -r Tpar -m <managed system> -F name,lpar_id,state --header

Listing LPAR properties
Use the 1ssyscfg command to list the properties of a specific partition.
Type the following command:
1ssyscfg -r Tpar -m <managed system> --filter"lpar_ids=<partition ID>"
Note: The partition name can be specified instead of the partition ID by using the

Ipar_names filter in place of the Ipar_ids filter. Also, more than one partition may be
specified in the filter list.

Getting the LPAR state
Use the 1ssyscfg command to display the state of a partition. Type the following command:

1ssyscfg -r Tpar -m <managed system> --filter "Ipar_names=<partition name>" -F state
Note: The partition ID can be specified instead of the partition name by using the Ipar_ids

filter in place of the Ipar_names filter. Also, more than one partition may be specified in the
filter list.

Modifying LPAR properties
Use the chsyscfg command to modify the properties of a partition. The following example
shows how to change a partition’s cluster ID:

chsyscfg -r Tpar -m <managed system> -i"lpar_id=1,cluster_id=3"

Valid attributes, specified with the —i flag, are:
— new_name name
— Tlpar_id
— default_profile
— cluster_id
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Note: Instead of entering configuration information on the command line with the -i flag,
the information can instead be placed in a file, and the filename specified with the -f flag.

Command attributes are discussed in “HMC CLI command attributes” on page 494.

Activating a partition
Use the chsysstate command to activate a partition. Type the following command:
chsysstate -r lpar -m <managed system> -0 on -n <partition name> -f <partition profile

name>

Note: The partition ID can be specified instead of the partition name by using the --id
parameter instead of the -n parameter.

Using a soft partition reset
Use the chsysstate command to perform a soft reset of a partition. Type the following
command:

chsysstate -r 1par -m <managed system> -0 reset -n <partition name>

Note: The partition ID can be specified instead of the partition name by using the --id
parameter instead of the -n parameter.

Using a hard partition reset

Use the chsysstate command to perform a hard reset of a partition. Type the following
command:

chsysstate -r lpar -m <managed system> -o off --id<partition ID>

Note: The partition name can be specified instead of the partition ID by using the -n
parameter instead of the --id parameter.

Deleting an LPAR
Use the rmsyscfg command to remove a partition. Type the following command:

rmsyscfg -r Tpar -m <managed system> -n <partition name>
This command removes the specified partition and all of its associated partition profiles from

the specified managed system. The partition’s profiles are also removed from any system
profiles that contain them.

Note: The partition ID can be specified instead of the partition name by using the --id
parameter instead of the -n parameter.

Dynamic LPAR (DLPAR) operations

Use the chhwres command to perform dynamic logical partitioning (DLPAR) operations on
running partitions. DLPAR operations can be performed for memory, physical I/O slots, and
Processor resources.

Memory

Memory can be dynamically added to a partition, removed from a partition, or moved from
one partition to another. In the following commands, the quantity of memory to be added,
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removed, or moved must be specified with the -q flag. This quantity is in megabytes, and must
be a multiple of the memory region size for the managed system.

Determining memory region size
To see what the memory region size is for the managed system, enter this command:

1shwres -r mem -m <managed system> —-level sys -F mem_region_size

The value returned is the memory region size in megabytes.

Adding memory to a partition
To add memory to a partition, enter this command:

chhwres -r mem -m <managed system> -o a -p <partition name> -q <quantity>

Removing memory from a partition
To remove memory from a partition, enter this command:

chhwres -r mem -m <managed system> -o r -p <partition name> -q <quantity>

Moving memory from one partition to another

To move memory from one partition to another partition, enter this command:

chhwres -r mem -m <managed system> -o m -p <source partition name> -t <target partition
name> -q <quantity>

Physical I/O slots

A physical I/O slot can be dynamically added to a partition, removed from a partition, or
moved from one partition to another. In the following commands, the DRC index of the 1/0
slot to be added, removed, or moved must be specified with the -s flag.

Note: Note that only one physical I/O slot can be added, removed, or moved at a time.

Determining DRC Indexes for physical I/O slots

To see the DRC indexes for all of the physical I/O slots that are on the managed system,
enter this command:

Ishwres -r io --rsubtype slot -m <managed system>

The DRC index for each slot is returned via the drc_index attribute.

Adding a physical /O slot to a partition
To add a physical 1/0O slot to a partition, enter this command:

chhwres -r io -m <managed system> -0 a -p <partition name> -s <DRC index>

Removing a physical I/O slot from a partition
To remove a physical I/O slot from a partition, enter this command:

chhwres -r io -m <managed system> -0 r -p <partition name> -s <DRC index>

Moving a physical I/O slot from one partition to another
To move a physical I/O slot from one partition to another partition, enter this command:

chhwres -r io -m <managed system> -0 m -p <source partition name> -t <target partition
name> -s <DRC index>
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Processors

Processing resources can be dynamically added to a partition, removed from a partition, or
moved from one partition to another. These processing resources depend on the type of
processors used by the partitions:

» For partitions using dedicated processors, processing resources are dedicated
processors.

» For partitions using shared processors, processing resources include virtual processors
and processing units.

Note: Currently, AlX/Linux partitions using shared processors do not support processor
DLPAR operations.

In the following commands, for partitions using dedicated processors, the quantity of
processors to be added, removed, or moved are specified with the --procs flag. For partitions
using shared processors, the quantity of virtual processors to be added, removed, or moved
are also specified with the --procs flag. The quantity of processing units to be added,
removed, or moved are specified with the --procunits flag. Both of these flags can be
specified, but only one is required.

Note: The quantity of processing units must be multiplied by 100 for the command. For
example, to add, remove, or move.5 processing units, specify a quantity of 50.

Adding processors to a partition
To add processors to a partition using dedicated processors, enter this command:

chhwres -r proc -m <managed system> -0 a -p <partition name> --procs <quantity>

To add processors to a partition using shared processors, enter this command:
chhwres -r proc -m <managed system> -0 a -p<partition name> --procs <quantity> --procunits
<quantity>

Removing processors from a partition
To remove processors from a partition using dedicated processors, enter this command:

chhwres -r proc -m <managed system> -o r -p <partition name> --procs <quantity>

To remove processors from a partition using shared processors, enter this command:

chhwres -r proc -m <managed system> -0 r -p <partition name> --procs <quantity> --procunits
<quantity>

Moving processors from one partition to another
To move processors from a partition using dedicated processors to another, enter this
command:

chhwres -r proc -m <managed system> -0 m -p <source partition name> -t <target partition
name> --procs <quantity>

To move processors from a partition using shared processors to another, enter this
command:

chhwres -r proc -m <managed system> -o m -p <source partition name> -t <target partition
name> --procs <quantity> --procunits <quantity>
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Processing resources can also be moved between partitions using dedicated processors and
partitions using shared processors. To move processing resources from a partition using
dedicated processors to a partition using shared processors, specify the quantity of
processors using the --procs flag. This quantity is converted to processing units (by
multiplying the quantity by 100) by the HMC for the target partition.

To move processing resources from a partition using shared processors to a partition using
dedicated processors, specify the quantity of processing units (which must be a multiple of
100) using the --procunits flag. This quantity is converted to processors (bydividing the
quantity by 100) by the HMC for the target partition. The --procs flag cannot be specified in
this case.

Working with partition profiles

This section describes commands for working with partition profiles.

Creating an LPAR profile

Use the mksyscfg command to create a partition profile. The following example shows how to
create a partition profile:

mksyscfg -r prof -m <managed system>

-i"name=prof3,lpar_id=2,boot_mode=norm,sfp_surveillance=1,desired_procs=2,min_procs=1,max_p
rocs=2,min_proc_units=0.1,desired proc_units=0.5,max_proc_units=0.5,proc_type=shared,sharin
g_mode=cap,desired_mem=400,min_mem=400,max_mem=400,auto_ip1=1,power _ctrl_Tpar_ids=0,i0_slot

$=553713666/65535/1"

Valid attributes, specified with the -i flag, include those shown in Table A-5.

Table A-5 Valid attributes on the mksyscfg command

name Ipar_id | Ipar_name

power_ctrl_Ipar_ids

desired_procs

min_procs desired_mem

min_mem

max_mem

uncap_weight sharing_mode

load_source_slot

alt_load_source_slot

console_slot alt_console_slot

ecs_slot

min_proc_units

desired_proc_units max_proc_units

Ipar_io_pool_ids

io_slots

boot_mode sfp_surveillance

sni_windows

virtual_opti_pool_id

hsl_opti_pool_id min_interactive

desired_interactive

max_interactive

max_virtual_slots virtual_eth_adapters

virtual_scsi_adapters

virtual_serial_adapters

sni_config_mode sni_device_ids

auto_ipl

max_procs

proc_type

The profile name (name) and the partition (Ipar_id or Ipar_name) must be specified.

Note: Instead of entering configuration information on the command line with the -i flag,
the information can instead be placed in a file, and the filename specified with the -f flag.

Command attributes are discussed in “HMC CLI command attributes” on page 494.
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Listing LPAR profile properties
Use the 1ssyscfg command to list a partition profile. Type the following command:

1ssyscfg -r prof -m <managed system> -—filter "Tpar_names=<partition name>,
profile_names=<profile name>"

Use the --filter parameter to specify the partition for which partition profiles are to be listed,
and to specify which profile names to list.

While the filter can only specify a single partition, it can specify multiple profile names for that

partition.

Note: The partition ID can be specified instead of the partition name by using the Ipar_ids
filter in place of the Ipar_names filter.

Modifying LPAR profile properties
Use the chsyscfg command to modify a partition profile’s properties. The following example
shows how to change prof1's memory amounts:

chsyscfg -r prof -m <managed system> -i"name=profl,lpar_name=Tpar3,min_mem=256,
max_mem=512,desired_mem=512"

Valid attributes, specified with the -i flag, include those shown in Table A-6.

Table A-6 Valid attributes on the chsyscfg command

name Ipar_name | Ipar_id new_name desired_procs
min_procs max_procs desired_mem min_mem
max_mem proc_type uncap_weight sharing_mode

load_source_slot

alt_load_source_slot

console_slot

alt_console_slot

ecs_slot min_proc_units desired_proc_units max_proc_units
Ipar_io_pool_ids io_slots boot_mode sfp_surveillance
sni_windows virtual_opti_pool_id hsl_opti_pool_id min_interactive

desired_interactive

max_interactive

max_virtual_slots

virtual_eth_adapters

virtual_scsi_adapters

virtual_serial_adapters

sni_config_mode

sni_device_ids

auto_ipl

power_ctrl_Ipar_ids

Command attributes are discussed in “HMC CLI command attributes” on page 494.

Note: Instead of entering configuration information on the command line with the -i flag,
the information can instead be placed in a file, and the filename specified with the -f flag.

Deleting an LPAR profile
Use the rmsyscfg command to remove a partition profile. Type the following command:

rmsyscfg -r prof -m <managed system> -n <profile name> -p <partition name>

Note: The partition ID can be specified instead of the partition name by using the --id
parameter in place of the -p parameter.
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Working with system profiles

This section describes commands for working with system profiles.

Creating a system profile

Use the mksyscfg command to create a system profile. In the following example, the user is
making a system profile named sysprofl, with partition profile prof1l for partition 1parl and
partition profile prof1 for partition 1par2.

mksyscfg -r sysprof -m <managed system>
—i"name=sysprofl,\"1par_names=1parl,lpar2\",\"profile_names=profl,profl\""

Partition IDs can be specified instead of partition names when creating a system profile. This
is done by using the 1par_ids attribute instead of the 1par_names attribute.

Note: Instead of entering configuration information on the command line with the -i flag,
the information can instead be placed in a file, and the filename specified with the -f flag.

Activating a system profile
Use the chsysstate command to activate a system profile. Type the following command:

chsysstate -r sysprof -m <managed system> -0 on -n <system profile name>

Validating a system profile
Use the chsysstate command to validate a system profile. Type the following command:

chsysstate -r sysprof -m <managed system> -n <system profile name> --test
To validate a system profile, then activate that system profile if the validation is successful,
Type the following command:

chsysstate -r sysprof -m <managed system> -0 on -n <system profile name> --test

Deleting a system profile
Use the rmsyscfg command to remove a system profile. Type the following command:

rmsyscfg -r sysprof -m <managed system> -n <system profile name>

Listing system profile properties

Use the 1ssyscfg command to list a system profile’s properties. Type the following command:
Issyscfg -r sysprof -m <managed system> --filter "profile_names=<system profile
name>"

To list all system profiles for the managed system, Type the following command:

Issyscfg -r sysprof -m <managed system>

Modifying system profile properties

Use the chsyscfg command to modify system profile properties. In the following example, the
user is adding profiles profl for partition Tpar3 and prof2 for partition 1par4 to system profile
sysprofl:

chsyscfg -r sysprof -m <managed system>
-i"name=sysprofl,\"Ipar_names+=Tpar3,Tpard4\",\"profile_names+=profl,prof2\""

Valid attributes, specified with the —i flag, include:

> new_name
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» profile_names
» Ipar_names | Ipar_ids
» name

Listing hardware resources

The 1shwres command, which lists the hardware resources of a managed system, can be
used to display I/O, virtual I/O, processor, and memory resources.

Listing I/O resources for a managed system
Use the following commands to list:

» 1/O units on the managed system:
1shwres -m <managed system> -r io --rsubtype unit
» /O buses on the managed system:
1shwres -m <managed system> -r io --rsubtype bus
» 1/O slots on the managed system:
1shwres -m <managed system> -r io --rsubtype slot
» All partitions participating in an I/O pool and all slots assigned to an I/O pool:
1shwres -m <managed system> -r io --rsubtype iopool
» Tagged I/O for OS/400 partitions:

1shwres -m <managed system> -r io --rsubtype taggedio

Listing processor resources
Use the following commands to list processor information for:

» The managed system:

1shwres -m <managed system> -r proc --level sys
» Partitions:

1shwres -m <managed system> -r proc --level Tpar
» The shared pool:

1shwres -m <managed system> -r proc --level sharedpool

Listing virtual I/O resources for a managed system
Use the following commands to list:

» Virtual Ethernet adapters:
Ishwres -m <managed system> -r virtualio --rsubtype eth --level lpar
» System level virtual Ethernet information:
1shwres -m <managed system> -r virtualio --rsubtype eth --level sys
» Virtual OptiConnect pool information:
1shwres -m <managed system> -r virtualio --rsubtype virtualopti --level lpar
» HSL OptiConnect pool information:
1shwres -m <managed system> -r virtualio --rsubtype hslopti --level lpar
» Virtual serial adapters:

1shwres -m <managed system> -r virtualio --rsubtype serial --Tevel Tpar
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» Virtual serial servers with open connections:
1shwres -m <managed system> -r virtualio --rsubtype serial --level openserial
» Virtual SCSI adapters:
1shwres -m <managed system> -r virtualio --rsubtype scsi --level lIpar
» Partition-level virtual slot information:
1shwres -m <managed system> -r virtualio --rsubtype slot --Tevel 1Ipar
» Virtual slot information:

1shwres -m <managed system> -r virtualio --rsubtype slot --Tevel slot

Listing memory resources
Use the following commands to list:

» Memory information for a managed system:
1shwres -m <managed system> -r mem --level sys
» Memory information for partitions:

1shwres -m <managed system> -r mem --level lpar

HMC CLI command usage

This section provides various examples of CLI command usage.

Change hardware resources (chhwres)

This command changes the hardware resource configuration of a managed system
(Example A-1).

Example: A-1  Command usage for chhwres

Usage: chhwres -r io | mem | proc | virtualio

--rsubtype slot | taggedio | eth | scsi | serial
-m <managed system>

oal|r|m|s

[-p <partition name> | --id <partition ID>]

[-t <target partition name> | --tid <target partition ID>]
[-s <DRC index>]

[-g <quantity>]

[--procs <quantity>]

[--procunits <quantity>]

[--interactive <percentage>]

[-w <wait time>]

[-d <detail level>]

[--force]

[-a "<attributes>"]

[--help]

Changes the hardware resource configuration of a managed system.

-r

--rsubtype

- the type of resource to be changed:
io - 1/0
mem - memory
proc - processor
virtualio - virtual I/0
- the subtype of resource to be changed:
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slot - I/0 slot

taggedio - tagged I/0

eth - virtual ethernet

scsi - virtual SCSI

serial - virtual serial
-m <managed system> - the managed system's name
-0 - the operation to perform:

a - add resources

r - remove resources

m - move resources

s - set attributes
-p <partition name> - the user defined name of the partition to add
resources to, to move or remove resources from,
or to set attributes for
the ID of the partition to add resources to, to
move or remove resources from, or to set
attributes for
the user defined name of the partition to move
resources to
--tid <target partition ID> - the ID of the partition to move resources to
-s <DRC index> the DRC index of the I/0 slot to add, move,
or remove
the quantity of memory, in megabytes, to add,
move, Or remove
the quantity of processors to add, move, or
remove
--procunits <quantity> - the quantity of processing units to add, move,
or remove
the quantity of interactive processing
resources to add, move, or remove

--id <partition ID>

-t <target partition name>

-g <quantity>

--procs <quantity>

--interactive <percentage>

-w <wait time> - the elapsed time, in minutes, after which the
DLPAR operation will be aborted
-d <detail level> - the level of detail to be displayed upon

return of the requested DLPAR operation -
values range from 0 (none) to 5 (highest)
the attributes to be set with this command
the format is:

"attr_namel=value,attr_name2=value,..."
or

-a "<attributes>"

attr_namel=valuel,value2,...",...
--help - prints this help

The valid attribute names for this command are:
-r virtualio --rsubtype eth : mac_prefix
-r io --rsubtype taggedio : load_source_slot, alt_load_source_slot,
console_slot, alt_console_slot, ecs_slot

Change system configuration (chsyscfg)

This command changes the system configuration of a managed system (Example A-2).

Example: A-2 Command usage for chsyscfg

Usage: chsyscfg -r sys | Tpar | prof | sysprof
-m <managed system>
-f <configuration file name> | -i "<configuration data>"
[--help]

Changes the system configuration of a managed system.
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-r - the type of system resource(s) to be changed:
sys - managed system
Tpar - partition
prof - partition profile
sysprof - system profile
-m <managed system> - the managed system's name
-f <config file name> - the name of the file containing the
configuration data for this command
the format is:
attr_namel=value,attr_name2=value,...
or
"attr_namel=valuel,value2,...",...
-i "<config data>" - the configuration data for this command
the format is:
"attr_namel=value,attr_name2=value,..."
or
""attr_namel=valuel,value2,...",...
prints this help

--help

The valid attribute names for this command are:
-r sys optional: new name, power_off policy (0 | 1),
service_lpar_id, service Tpar_name,
ipl_side (perm | temp), ipl_speed (slow | fast),
ipl_speed_override (none | slow | fast)
-r lpar required: name | Tpar_id
optional: new_name, default_profile, cluster_id,
shared_pool_util_auth (0 | 1)
-r prof required: name, lpar_id | lpar_name
optional: new_name
-r sysprof required: name
optional: new_name, lpar_ids | lpar_names, profile_names

Change system state (chsysstate)

This command changes the system state (Example A-3).

Example: A-3 Command usage for chsysstate

Usage: chsysstate -r sys | Ipar | sysprof
-m <managed system>
[-0 on | off | fastoff | reipl ]
[-n <object name>]
[-f <profile name>]

[--test]
[--continue]
[--help]

Changes the system state.

-m <managed system> - the managed system's name

-0 on -r sys - power on the managed system

-0 on -r lpar - activate a partition

-0 on -r sysprof - activate a system profile

-0 off - power off the managed system
this parameter is only valid for -r sys

-0 fastoff - perform a hard power off of the managed system
this parameter is only valid for -r sys

-0 reipl - perform a re-ipl of the managed system
this parameter is only valid for -r sys

-n <object name> - the name of the partition or system profile
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to activate

-f <profile name> - the name of the profile to use when
activating a partition
this parameter is only valid for -r Tpar

--test - validate the system profile

this parameter is only valid for -r sysprof
--continue - continue on error when activating a system

profile

this parameter is only valid for -r sysprof
--help - prints this help

List hardware resources (Ishwres)

This command lists the hardware resources of a managed system (Example A-4).

Example: A-4 Command usage for Ishwres

Usage: 1shwres -r io | mem | proc | virtualio
[--rsubtype unit | bus | slot | iopool | taggedio | eth |
hslopti | virtualopti | scsi | serial]
-m <managed system>
[--level sys | 1par | slot | sharedpool | openseriall
[--filter "<filter data>"]
[-F <attribute names>]
[--header]
[--help]

Lists the hardware resources of a managed system.

-r - the type of resources to be listed:
io - I/0
mem - memory
proc - processor
virtualio - virtual I/0

--rsubtype - the subtype of resource to be listed:
unit - I/0 unit
bus - I/0 bus

slot - I/0 slot or virtual I/0 slot

jopool - I/0 pool

taggedio - tagged I/0

eth - virtual ethernet

scsi - virtual SCSI

serial - virtual serial

the managed system's name

filters the data to be returned

the format is:
"filter_namel=value,filter_name2=value,..."

-m <managed system>
--filter "<filter data>"

or
""filter_namel=valuel,valuez,...",..."
-F <attribute names> - comma separated 1ist of attributes to be
output
--header - prints a header of attribute names when -F is
also specified
--help - prints this help
Valid parameter combinations are as follows:
-r io --rsubtype unit [--filter units]
-r io --rsubtype bus [--filter units,buses]
-r io --rsubtype slot [--filter units,buses,slots,pools,

Tpar_ids | 1par_names]

490 Logical Partitions on System i5



io --rsubtype iopool [--filter pools,lpar_ids | Tpar_names]
io --rsubtype taggedio [--filter 1par_ids | Tpar_names]

mem --level sys

mem --Tevel Tpar [--filter Tpar_ids | lpar_names]

proc --level sys

proc --Tevel Tpar [--filter Tpar_ids | 1par_names]

proc --Tevel sharedpool

virtualio --rsubtype eth --Tevel sys

virtualio --rsubtype eth --level lpar [--filter slots,vlans,lpar_ids |
Tpar_names]
virtualio --rsubtype hslopti [--filter pools,lpar_ids | Tpar_names]
virtualio --rsubtype virtualopti [--filter pools,lpar_ids | lpar_names]
virtualio --rsubtype scsi [--filter slots,lpar_ids | 1par_names]
virtualio --rsubtype serial --level lpar | openserial
[--filter slots,lpar_ids | lpar_names]
virtualio --rsubtype slot --level lpar [--filter lpar_ids | lpar_names]
virtualio --rsubtype slot --level slot [--filter lpar_ids | lpar_names,
slots]

List system configuration (Issyscfg)

This command lists the system configuration of a managed system (Example A-5).

Example: A-5 Command usage for Issyscfg.

Usage:

1ssyscfg -r sys | lpar | prof | sysprof
[-m <managed system>]
[--filter "<filter data>"]
[-F <attribute names>]
[--header]
[--help]

Lists the system configuration of a managed system.

-r

=-m

- the type of objects to be Tisted:
sys - managed systems
Tpar - partitions
prof - partition profiles
sysprof - system profiles
<managed system> - the managed system's name

--filter "<filter data>" - filters the data to be returned

-F

the format is:
"filter_namel=value,filter_name2=value,..."
or
""filter_namel=valuel,valuez,...",...
<attribute names> - comma separated 1ist of attributes to be
output

--header - prints a header of attribute names when -F is

also specified

--help - prints this help

Filters are as follows:

sys none
1par Tpar_names or lpar_ids, clusters

prof Tpar_names or lpar_ids, profile_names
sysprof profile_names
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Create (make) system configuration (mksyscfg)

This command creates partitions, partition profiles, or system profiles (Example A-6).

Example: A-6 Command usage for mksyscfg

Usage: mksyscfg -r lpar | prof | sysprof
-m <managed system>
-f <configuration file name> | -i "<configuration data>"
[--help]

Creates partitions, partition profiles, or system profiles.

-r - the type of system resource(s) to be created:
Tpar - partition
prof - partition profile
sysprof - system profile
-m <managed system> - the managed system's name
-f <config file name> - the name of the file containing the
configuration data for this command
the format is:
attr_namel=value,attr_name2=value,...
or
"attr_namel=valuel,value2,...",...
-i "<config data>" - the configuration data for this command
the format is:
"attr_namel=value,attr_name2=value,..."
or
""attr_namel=valuel,value2,...",...
--help - prints this help

The valid attribute names for this command are:
-r lpar required: name, profile_name,
Tpar_type (0s400 | aixlinux)
optional: Tpar_id, min_mem, desired_mem, max_mem,
desired_procs, min_procs, max_procs,
jo_slots (drc_index/slot_io_pool_id/is_required),

boot_mode (norm | dd | sms | of | ds),

proc_type (ded | shared),

sharing _mode (norm | keep | cap | uncap),

uncap_weight, load_source_slot,

alt_Toad_source_slot, console_slot,

alt_console_slot, ecs_slot,

desired_proc_units, min_proc_units, max_proc_units,

sfp_surveillance, auto_ipl, max_virtual_slots,

virtual_opti_pool_id, hs1_opti_pool id,

desired_interactive, min_interactive, max_interactive,

virtual _eth_adapters(slot_num/ieee_virtual_eth/
port_vlan_id/addl_vlan_ids/is_trunk/is_required)

virtual_scsi_adapters(slot_num/device_attr/
server_lpar_id/server_lpar_name/
server_slot_num/is_required)

virtual_serial_adapters(slot_num/device_attr/
supports_hmc/server_lpar_id/server_lpar_name/
server_slot_num/is_required)

sni_device_ids, sni_windows,

power_ctrl_Tpar_ids, Tpar_io_pool_ids,

shared pool util auth (0 | 1)

-r prof required: name, lpar_id | lpar_name
optional: all of the optional parameters supported for -r Tpar
are supported, except cluster_id.
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-r sysprof required: name, Tpar_ids | Ipar_names, profile_names

Remove system configuration (rmsyscfg)

This command removes a partition, a partition profile, or a system profile (Example A-7).

Example: A-7 Command usage for rmsyscfg

Usage: rmsyscfg -r lpar | prof | sysprof
-m <managed system>
[-n <object name>]
[-p <partition name>]
[--help]

Removes a partition, a partition profile, or a system profile.

-r - specifies the type of object to be removed:
Tpar - partition
prof - partition profile
sysprof - system profile

-m <managed system> - the managed system's name

-n <object name> - the user defined name of the object to be
removed

-p <partition name> - the user defined name of the partition that has
the profile to be removed

--help - prints this help

List dumps (Isdump)

This command queries the managed system for available dumps (Example A-8).

Example: A-8 Command usage for Isdump

Usage: Tsdump -m <managed system>
[--help]

Queries the managed system for available dumps.

-m <managed system> - the managed system's name
--help - prints this help
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HMC CLI command attributes

Table A-7 lists the command attributes that are available, along with the commands in which
they are valid, and provides a description of each command.

Table A-7 HMC CLI command attributes

Command attributes

Attribute Used in command

Description

activated_profile Issyscfg

User defined name of the profile that was used when the
partition was activated.

addl_vlan_ids chhwres and Ishwres

List of additional VLAN IDs assigned to the virtual ethernet
adapter. Valid values are 2 - 4094, and the number of
additional VLAN IDs is limited by the maximum number of
VLAN IDs allowed per port (max_vlans_per_port). This
attribute is only valid for IEEE-compliant virtual ethernet
adapters.

alt_console_slot chhwres, chsyscfg, Ishwres

Issyscfg, and mksyscfg

Complete physical location code of the slot that has the
alternate console device. A value of none indicates that
there is no alternate console device. This attribute is
only valid for OS/400 partitions.

alt_load_source_slot chhwres chsyscfg Ishwres

Issyscfg mksyscfg

Complete physical location code of the slot that has the
alternate load source I/O device. A value of none
indicates that there is no alternate load source 1/O device.
This attribute is only valid for OS/400 partitions.

auto_ipl chsyscfg Issyscfg mksyscfg Indicates whether or not the partition should be activated
automatically when the managed system is powered on.
Valid values are 0 (no) and 1 (yes).

Attribute Used in command Description

backplane_phys_loc Ishwres

Physical location code of the backplane on which the bus
resides.

mksyscfg

boot_mode chsyscfg Issyscfg mksyscfg The boot mode for the partition. This attribute is only
valid for AIX/Linux partitions. Valid values are norm
(normal), dd (diagnostic default boot path), sms (boot to
SMS menus), of (boot to Open Firmware prompt), and ds
(diagnostic stored boot path).

bus_class Ishwres Possible values are RIO or integrated.

bus_grouping Ishwres

bus_id Ishwres

bus_num chhwres Ishwres RIO bus (loop) number to be represented by the SMC
virtual I/O adapter

client_id Ishwres Virtual serial and SCSI attribute.

client_type Ishwres Virtual serial and SCSI attribute.

cluster_id chsyscfg, Issyscfg, and ID of the workload management (eWLM) cluster to which

the partition is assigned. A valid cluster ID is a number
between 0 and 32767, inclusive, or the value none, which
indicates that the partition is not assigned to any eWLM
cluster.
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Command attributes

cod_capable Issyscfg Indicates whether the managed system supports
Capacity on Demand (CoD). Possible values are 0 (no) or
1 (yes).

config Ishwres Virtual slot configuration state. Possible values are

empty, ethernet, SCSI, serial, or SMC.

config_proc_units Ishwres Total number of processing units assigned to the shared
processor pool.

configurable_sys_me Ishwres Total amount, in megabytes, of configurable memory on

m the managed system.

configurable_sys_proc | Ishwres Total number of configurable processing units on the

_units managed system.

console_slot chhwres, chsyscfg, Ishwres, Complete physical location code of the slot that has the
Issyscfg, and mksyscfg console device. This attribute is only valid for OS/400

partitions.
curr_avail_interactive Ishwres Current percentage of interactive performance that is

available on the managed system.

curr_avail_proc_units Ishwres Current number of processing units in the shared pool
which are available to be assigned to partitions.

curr_avail_sys_mem Ishwres Current amount, in megabytes, of memory on the
managed system that is not assigned to partitions

curr_avail_sys_proc_u | Ishwres Current number of processing units on the managed
nits system that are not assigned to partitions.

curr_cycles Ishwres

Attribute Used in command Description

curr_hyp_ipl_state Issyscfg State the hypervisor was last IPLed to. Possible values

are run or standby.

curr_hyp_mem Ishwres

curr_interactive Ishwres A percentage. This attribute is only valid for OS/400
partitions.

curr_ipl_side Issyscfg Platform IPL side for the previous/current IPL. Possible
values are perm (permanent) or temp (temporary).

curr_ipl_speed Issyscfg Platform IPL speed for the previous/current IPL. Possible
values are slow or fast.

curr_ipl_speed_overri Issyscfg Platform IPL speed override for the previous/current IPL.

de Possible values are none, slow, or fast.

curr_max_interactive Ishwres A percentage. This attribute is only valid for OS/400
partitions.

curr_max_mem Ishwres Maximum amount of memory, in megabytes, that the
partition will support when running.

curr_max_procs Ishwres

curr_max_proc_units Ishwres

curr_max_virtual_slots | Ishwres Current maximum number of virtual slots for the partition.
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Command attributes

curr_mem Ishwres Current amount of memory, in megabytes, which are
owned by the partition.

curr_mem_region_siz Ishwres The current memory region size in megabytes.

e

curr_min_interactive Ishwres A percentage. This attribute is only valid for OS/400
partitions.

curr_min_mem Ishwres Minimum amount of memory, in megabytes, that the
partition will support when running.

curr_min_procs Ishwres

curr_min_proc_units Ishwres

curr_procs Ishwres

curr_proc_type Ishwres

curr_proc_units Ishwres

curr_shared_procs Ishwres Current number of shared processors in the shared pool.

curr_sharing_mode Ishwres

curr_sys_keylock Issyscfg Keylock position for the managed system for the
previous/current power on. Possible values are norm
(normal IPL) or manual (IPL to maintenance/service
screen).

curr_total_avail_proc_ | Ishwres Current number of processing units on the managed

units system that are not assigned to partitions.
Attribute Used in command Description

curr_uncap_weight Ishwres

cycles_per_sec Ishwres Number of CPU cycles that execute in one second.

default_profile

chsyscfg and Issyscfg

User defined name of the current default partition profile.
This name can be up to 31 characters in length.

definition_state

Issyscfg

Definition state of the partition. Possible values are
undefined, not bootable, and valid.

desired_interactive

chsyscfg, Issyscfg, an
mksyscfg

d Desired interactive performance percentage for the
partition. The value for this attribute must be a number
between 0 and 100. This attribute is only valid for
0S/400 partitions.

desired_mem

chsyscfg, Issyscfg, an
mksyscfg

d Desired amount of memory for the partition. The amount
of memory must be specified in megabytes, and must be
a multiple of the memory region size. The amount
must not be smaller than the minimum memory
(min_mem) for the partition, nor larger than the maximum
memory (max_mem) for the partition.

desired_procs

chsyscfg, Issyscfg, an
mksyscfg

d When the partition is using dedicated processors, this is
the desired number of dedicated processors for the
partition. When the partition is using shared processors,
this is the desired number of virtual processors for the
partition.
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Command attributes

desired_proc_units

chsyscfg, Issyscfg, and
mksyscfg

Desired number of processing units for the partition. This
attribute is only valid when the processing mode is
shared.

device_attr chhwres and Ishwres Indicates whether the virtual SCSI or serial device is a
client or server device. Valid values are client or server.

drc_name Ishwres The DRC name of the 1/O slot.

dump_type Isdump Type of hardware dump. Possible values are eventlog
(platform event entry log dump), sp (service processor
dump), sys (system hardware and hypervisor dump), pss
(power subsystem dump), and sma (SMA adapter dump).

ecs_slot chhwres, chsyscfg, Ishwres, Complete physical location code of the slot that has the

Issyscfg, and mksyscfg

ECS modem. A value of none indicates that there is no
ECS modem. This attribute is only valid for OS/400
partitions.

full_aix_linux_boot_m Issyscfg The boot mode used for the previous/current/next full

ode system ALX/Linux partition activation. Possible values
are norm (normal), dd (diagnostic default boot path), sms
boot to SMS menus), of (boot to Open Firmware prompt),
and ds (diagnostic stored boot path).

full_os400_ipl_source | Issyscfg The IPL source used for the previous/current/next full
system OS/400 partition activation. Possible values are
a, b, c,and d.

has_o0s400_vpd Ishwres

hsl_capable Issyscfg Indicates whether the managed system supports HSL
OptiConnect. Possible values are 0 (no) or 1 (yes).

Attribute Used in command Description

hsl_opti_pool_id chhwres, chsyscfg, Ishwres, ID of the HSL OptiConnect pool to which the partition is

Issyscfg, and mksyscfg

assigned. A value of 0 indicates HSL OptiConnect is
disabled for the partition.

hyp_capabilities

Issyscfg

Hypervisor capabilities.

ieee_virtual_eth

chhwres and Ishwres

Indicates whether the virtual ethernet adapter is
IEEE-compliant. Possible values are 0 (no) or 1 (yes).

iop_info

Ishwres

io_pool_id

Ishwres

I/0O pool ID.
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Command attributes

io_slots

chsyscfg, Issyscfg, and

mksyscfg

List of I/O slots for the partition. Each item in this list has
the format:
phys_loc/ slot_io_pool_id/is_required

Note that the attribute names are not present in the list,
just their values are present.

For example, U47070041076RX5L1-P2-C3/1/2/1

specifies an I/O slot with a physical location code of
U47070041076RX5L1-P2-C3, itis assigned to I/O pool 2, and
it is a required slot.

If an attribute is optional and is not to be included, then no
value would be specified for that attribute.

For example, U47070041076RX5L1-P2-C3//1

specifies an I/O slot that is not assigned to an 1/0O pool.

ip_addr

Issyscfg

Managed system's IP address.

ipl_side

chsyscfg

Platform IPL side for the next IPL. Valid values are perm
(permanent) or temp (temporary).

ipl_source

Issyscfg

IPL source for the partition. Valid values are a, b, ¢, and
d. This attribute is only valid for OS/400 partitions.

ipl_speed

chsyscfg

Platform IPL speed for the next IPL. Valid values are slow
or fast.

ipl_speed_override

chsyscfg

Platform IPL speed override for the next IPL. Valid values
are none, slow, or fast.

is_required chhwres and Ishwres Indicates whether the I/O slot or virtual /0 adapter is
required for the partition. Valid values are 0 (no) and 1
(yes).

is_trunk chhwres and Ishwres Indicates whether the virtual ethernet adapter is a trunk

adapter. Valid values are 0 (no) and 1 (yes).

local_slot_num Issyscfg Local virtual slot number for the SMC virtual I/O adapter.

local_hub_drc_index Issyscfg DRC index for the local hub for the SMC virtual I/O
adapter.

logical_serial Issyscfg Logical serial number of the partition.

Ipar_config Issyscfg Current LPAR configuration state of the managed system.
Possible values are full (full system partition
configuration) or norm (normal Ipar configuration).

Attribute Used in command Description

Ipar_id chsyscfg, Ishwres, Issyscfg, Partition ID. Valid values are 1 through the maximum

and mksyscfg number of partitions supported on the managed system
(max_lIpars).
Ipar_ids chsyscfg, Ishwres, Issyscfg, List of partition IDs.
mksyscfg
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Command attributes

Ipar_io_pool_ids

chsyscfg, Ishwres, and
mksyscfg

List of IDs of the 1/O pools in which the partition is
participating. A valid 1/0 pool ID is a number between 0
and the maximum number of 1/O pools supported on the
managed system (max_io_pools) - 1. A value of none,
which indicates that the partition is not participating in any
I/0O pools, is also valid.

Ipar_keylock Issyscfg Partition keylock position. Possible values are norm
(normal) or manual (manual).
Ipar_name chsyscfg, Ishwres, and Partition name.
mksyscfg
Ipar_names chsyscfg, Ishwres, Issyscfg, List of partition names.
and mksyscfg
Ipar_type mksyscfg Partition type. Valid values are aixlinux and 0s400.

load_source_slot

chsyscfg, Ishwres, Issyscfg,
and mksyscfg

Complete physical location code of the slot that has the
load source I/O device. This attribute is only valid for
0S/400 partitions

mac_addr

Ishwres

MAC address for the virtual ethernet adapter.

mac_prefix

chhwres and Ishwres

The first 3 bytes of the MAC address to be assigned to all
virtual ethernet adapters for this managed system. This
must be specified as a 3 byte hex value.

max_interactive

chsyscfg, Issyscfg, and
mksyscfg

Maximum interactive performance percentage for the
partition. The value for this attribute must be a number
between 0 and 100. This attribute is only valid for OS/400
partitions.

max_io_pools Ishwres Maximum number of I/0 pools supported on the managed
system.

max_lIpars Issyscfg Maximum number of partitions supported on the managed
system.

max_mem chsyscfg, Issyscfg, and Maximum amount of memory that the partition will

mksyscfg

support. The amount of memory must be specified in
megabytes, and must be a multiple of the memory
region size. The amount must also be greater than or
equal to the desired memory (desired_mem) for the
partition.

max_optimal_interacti Ishwres Maximum optimal interactive performance percentage for

ve the specified processing units value. This attribute is only
valid for OS/400 partitions.

max_power_ctrl_Ipars | Issyscfg Maximum number of power controlling partitions.

Attribute Used in command Description

Attribute Used in command Description

max_procs chsyscfg, Issyscfg, and

mksyscfg

max_proc_units

chsyscfg, Issyscfg, and
mksyscfg
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Command attributes

max_shared_pools

Ishwres

Maximum number of shared processing pools which are
supported on the managed system.

max_virtual_slots

chsyscfg, Issyscfg, and
mksyscfg

Maximum number of virtual slots for the partition. Valid
input values are 2 - 65535. The default value is 4.

max_vlans_per_port Ishwres Maximum number of supported VLAN IDs per virtual
ethernet port.
mem_region_size chhwres The memory region size, in megabytes, for the managed

system.

min_interactive

chsyscfg, Issyscfg, and
mksyscfg

Minimum interactive performance percentage for the
partition. The value for this attribute must be a number
between 0 and 100. This attribute is only valid for
0S5/400 partitions.

min_mem

chsyscfg, Issyscfg, and
mksyscfg

Minimum amount of memory that the partition will support.
The amount of memory must be specified in megabytes,
and must be a multiple of the memory region size.
The amount cannot exceed the desired memory
(desired_mem) for the partition, and must be greater than
or equal to the required minimum memory
(required_min_mem) for the partition.

min_optimal_interactiv
e

Ishwres

Minimum optimal interactive performance percentage for
the specified processing units value. This attribute is
only valid for OS/400 partitions.

min_procs

chsyscfg, Issyscfg, and
mksyscfg

min_proc_units

chsyscfg, Issyscfg, and
mksyscfg

min_proc_units_per_p | Ishwres Smallest value of processing units which is valid per
roc virtual processor.
msg_passing_capable | Issyscfg Possible values are 0 (no) or 1 (yes).

name chsyscfg, Issyscfg, and The name of an object. Maximum name lengths are:
mksyscfg * managed system names - 63 characters
e partition names - 47 characters
e profile names - 31 characters
new_name chsyscfg The new name to be assigned to an object. Maximum
name lengths are:
* managed system names - 63 characters
e partition names - 47 characters
e profile names - 31 characters
op_panel_value Issyscfg The op panel data for the partition.

Attribute Used in command Description

os_type Issyscfg The partition's operating system. Possible values are
aixlinuxRPA and 0s400.

0s_version Issyscfg Version of the operating system currently running on the

partition.
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Command attributes

0s400_capable Issyscfg Indicates whether the managed system supports OS/400
partitions. Possible values are 0 (no) or 1 (yes).

parent_slot Ishwres Complete physical location code of the parent slot.

pci_class Ishwres

pci_device_id Ishwres

pci_revision_id Ishwres

pci_subs_device_id Ishwres

pci_subs_vendor_id Ishwres

pci_vendor_id Ishwres

pend_avail_interactive | Ishwres A percentage. This attribute is only valid for OS/400
partitions.

pend_avail_proc_units | Ishwres Pending number of processing units in the shared pool
which are available to be assigned to partitions.

pend_avail_sys_mem | Ishwres

pend_avail_sys_proc_ | Ishwres

units

pend_hyp_ipl_state Issyscfg State to IPL the hypervisor to next. Possible values are
run or standby.

pend_hyp_mem Ishwres

pend_interactive Ishwres A percentage. This attribute is only valid for OS/400
partitions.

pend_ipl_side Issyscfg Platform IPL side for the next IPL. Possible values are
perm (permanent) or temp (temporary).

pend_ipl_speed Issyscfg Platform IPL speed for the next IPL. Possible values are
slow or fast.

pend_ipl_speed_overr | Issyscfg Platform IPL speed override for the next IPL. Possible

ide values are none, slow, or fast.

pend_max_interactive | Ishwres A percentage. This attribute is only valid for OS/400
partitions

pend_max_procs Ishwres

pend_max_mem Ishwres

pend_max_proc_units | Ishwres

pend_max_virtual_slot | Ishwres Virtual slots

s

Attribute Used in command Description

pend_mem Ishwres

pend_mem_region_si Ishwres The memory region size to be used after the next power

ze

on or IPL of the managed system.
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pend_min_interactive | Ishwres A percentage. This attribute is only valid for OS/400
partitions.
pend_min_mem Ishwres
pend_min_procs Ishwres
pend_min_proc_units Ishwres
pend_procs Ishwres
pend_proc_type Ishwres
pend_proc_units Ishwres
pend_shared_procs Ishwres Pending number of shared processors in the shared pool.
pend_sharing_mode Ishwres
pend_sys_keylock Issyscfg Keylock position for the managed system to be used for
the next power on. Possible values are norm (normal IPL)
or manual (IPL to maintenance/service screen).
pend_total_avail_proc | Ishwres
_units
pend_uncap_weight Ishwres
phys_loc Ishwres Complete physical location code of the slot.
port_vlan_id chhwres Port virtual LAN ID for the virtual ethernet adapter. Valid
Ishwres values are 1 - 4094.
power_ctrl_Ipar_ids chsyscfg List of IDs of power controlling partitions for the partition.
Issyscfg A power controlling partition has the authority to power the
mksyscfg partition on and off
power_ctrl_Ipar_name | chsyscfg List of user defined names of power controlling partitions
S Issyscfg for the partition. A power controlling partition has the
mksyscfg authority to power the partition on and off.
power_off_policy chsyscfg Power off policy for the managed system. Valid values are
Issyscfg 0 (stay running after the last partition powers off) and 1
(power off when the last partition powers off).
proc_type chsyscfg Type of processors the partition will use. Valid values are
Issyscfg ded (dedicated) or shared (shared).
mksyscfg
profile_name mksyscfg The name of the default profile to be created. This name
can have a maximum length of 31 characters.
profile_names chsyscfg
Issyscfg
mksyscfg

Attribute

Used in command

Description

recent_alt_load_sourc
e_slot

Ishwres

Complete physical location code of the slot. This attribute
is only valid for OS/400 partitions.
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remote_lpar_id

chhwres
Ishwres

For client adapters, this specifies the ID of the partition
which has the hosting (server) virtual serial/SCSI adapter
for this adapter. For server adapters, this specifies the ID
of the partition which has the only client virtual serial/SCSI
adapter allowed to connect to this adapter. A value of any
indicates that any client virtual serial/SCSI adapter should
be allowed to connect to this adapter.

remote_lpar_name

chhwres
Ishwres

For client adapters, this specifies the name of the partition
which has the hosting (server) virtual serial/SCSI adapter
for this adapter. For server adapters, this specifies the
name of the partition which has the only client virtual
serial/SCSI adapter allowed to connect to this adapter.

remote_slot_num

chhwres and Ishwres

For client adapters, this specifies the virtual slot number of
the virtual serial/SCSI adapter that is the hosting (server)
adapter for this adapter. For server adapters, this
specifies the virtual slot number of the only client virtual
serial/SCSI adapter allowed to connect to this adapter. A
value of any indicates that any client virtual serial/SCSI
adapter should be allowed to connect to this adapter.

remote_smc_Ipar_id

ID of the partition on the remote system the SMC virtual
I/O adapter will pair with.

remote_smc_lIpar_na
me

Name of the partition on the remote system the SMC
virtual /0 adapter will pair with.

remote_smc_slot_nu
m

Virtual slot number on the remote system the SMC virtual
I/O adapter will pair with.

required_min_mem Ishwres Required minimum memory amount, in megabytes, for
the specified maximum memory amount for the partition.

rmc_active Issyscfg Indicates whether or not the partition has an active
connection to RMC. This attribute is only valid for
AIX/Linux partitions.

run_hyp_min_mem Ishwres

run_interactive Ishwres A percentage. This attribute is only valid for OS/400
partitions.

run_mem Ishwres Current amount of memory, in megabytes, that the
partition has varied on.

run_min_mem Ishwres Minimum memory value returned by a running partition's
operating system.

run_procs Ishwres Number of processors (or virtual processors if the
processor type is shared) that are varied on for the
partition.

run_proc_units Ishwres Number of processing units that are varied on for the
partition.

run_uncap_weight Ishwres

Attribute Used in command Description

serial_num Issyscfg Serial number of the managed system.
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service_lpar_id

chsyscfg and Issyscfg

For chsyscfg, this specifies the ID of the partition to be
given service authority immediately. For Issyscfg, this
shows the ID of the partition that currently has service
authority

service_lpar_name

chsyscfg and Issyscfg

For chsyscfg, this specifies the name of the partition to
be given service authority immediately. For Issyscfg, this
shows the name of the partition that currently has service
authority.

sfp_surveillance

chsyscfg, Issyscfg, and
mksyscfg

Service focal point surveillance.

shared_pool_id

Ishwres

shared_pool_util_auth

chsyscfg, Issyscfg, and
mksyscfg

Indicates whether the partition has authority to access the
shared processor pool utilization data pertaining to that
partition. Valid values are 0 (no) and 1 (yes).

sharing_mode

chhwres, chsyscfg, Issyscfg,
and mksyscfg

Processor sharing mode for the partition. Valid values for
partitions using shared processors are cap (shared
capped) and uncap (shared uncapped). Valid values for
partitions using dedicated processors are norm
(dedicated normal) and keep dedicated keep). Transition
from uncapped to capped only if uncapped weight is 0.

slot_io_pool_id chhwres ID of the 1/O pool to which the slot is assigned. Valid
Ishwres values are 0 through the maximum number of 1/0 pools
supported on the managed system (max_io_pools) - 1. A
value of none, which indicates that the slot is not assigned
to any I/O pools, is also valid.
slot_num Ishwres Virtual slot number. Valid input values are 2 through the
maximum number of virtual slots for the partition
(max_virtual_slots) - 1.
slots Ishwres List of slots (complete physical location codes).
sni_config_mode chsyscfg
Issyscfg
mksyscfg
sni_device_ids chsyscfg
Issyscfg
mksyscfg
sni_windows chsyscfg
Issyscfg
mksyscfg
sp_boot_attr Issyscfg Service processor boot attributes.
sp_boot_major_type Issyscfg Service processor boot major type.
sp_boot_minor_type Issyscfg
sp_capabilities Issyscfg
sp_version Issyscfg
Attribute Used in command Description
src Issyscfg
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state

Ishwres and Issyscfg

status

Ishwres

supports_hmc

chhwres and Ishwres

sys_ipl_attr Issyscfg
sys_ipl_major_type Issyscfg
sys_ipl_minor_type Issyscfg
time Issyscfg
total_cycles Ishwres
total_proc_units Ishwres
type_model Issyscfg

uncap_weight

chhwres, chsyscfg, Issyscfg,
and mksyscfg

unit_id Ishwres
unit_model Ishwres
unit_serial_num Ishwres
utilized_cycles Ishwres

virtual_eth_adapters

chsyscfg, Issyscfg, and
mksyscfg

List of virtual ethernet adapters. Each item in this list has
the format:

slot_num/ieee_virtual_eth/
port_vlan_id/add1_vlan_ids/

is_trunk/is_required

Note that the attribute names are not present in the
list, just their values are present.

For example:

3/1/5/"6,7,8"/0/1

specifies a virtual ethernet adapter with a virtual slot
number of 3, is IEEE compliant, has a port vian ID of 5,
additional vlan IDs of 6, 7, and 8, it is not a trunk adapter,
and it is required.

If an attribute is optional and is not to be included, then no
value would be specified for that attribute. For example:
3/1/5//0/1

specifies a virtual ethernet adapter with no additional vian
IDs.

virtual_opti_pool_id

chhwres, chsyscfg, Ishwres,
Issyscfg, and mksyscfg

ID of the virtual OptiConnect pool to which the partition is
assigned. A value of 0 indicates virtual OptiConnect is
disabled for the partition. This attribute is only valid for
0S/400 partitions.

Attribute

Used in command

Description
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virtual_scsi_adapters

chsyscfg, Issyscfg, and
mksyscfg

List of virtual SCSI adapters. Each item in this list has the
format:

slot_num/device_attr
/remote_lpar_id/remote_lpar_name
/remote_slot_num/is_required

Note that the attribute names are not present in the
list; only their values are present. If an attribute is
optional and is not to be included, then no value
would be specified for that attribute.

For example:

4/client//1par2/3/0

specifies a virtual client SCSI adapter with a virtual slot
number of 4, a server partition name of Ipar2, and a server
slot number of 3, and is not required. The server partition
ID was omitted.

virtual_serial_adapters

chsyscfg, Issyscfg, and
mksyscfg

List of virtual serial adapters. Each item in this list has the
format:

slot_num/device_attr/supports_hmc
/remote_lpar_id/remote_lpar_name
/remote_slot_num/is_required

Note that the attribute names are not present in the
list; only their values are present. If an attribute is
optional and is not to be included, then no value
would be specified for that attribute.

For example:

8/server/1////1

specifies a virtual server serial device that supports HMC,
and has a virtual slot number of 8, and is required. The
server partition 1D, name, and slot number were all
omitted.

vpd_model Ishwres
vpd_serial_num Ishwres
vpd_type Ishwres
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Glossary

CCIN_Custom Card Identification Number
CoD_ Capacity Upgrade on Demand
CSU_Customer Set Up.

DHCP_Dynamic Host Configuration Protocol
DNS_Domain Name Server

FRU_ Field Replaceable Unit
HMC_Hardware Management Console.
HSL_High Speed Link

MTMS_Machine Type Machine Serial
PTF_Program Temporary Fix
SMA_Switch Mode Adapter

Term3. Terma3 definition.

VPD_Vital Product Data
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Create partition profile 74
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Default partition profile 140
Default profile 174

Delayed partition shut down 87
Deleting a partition 201
Deleting a partition profile 202
Deleting a user 238
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Desired memory 148
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DHCP 583, 98

DHCP client 98
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Disable remote command execution 99
Disable remote virtual terminal 99
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Disk unit IOP reset/reload 203
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DLPAR 140, 195
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Enable remote virtual terminal 99
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ESC 164
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Fast power-on 64
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IOP 60, 162

IPL from external media 64

IPL Source 192

IPL source 96
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Migration Examples 251

Migration Planning 251-252
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